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Abstract. 

Kinematically Nonlinear Finite Element Model of a 
Horizontal Axis Wind Turbine. 

Part 1 : Mathematical Model and Results. 

J~rgen Thirstrup Petersen 
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A mathematical time domain model for simulation of the dynamic response of a horizontal 
axis wind turbine is presented. The model concentrates on the correct representation of the 
inertia loads in the equations of motion, and aims at a final model well suited for parametric 
studies, offering the user the possibility of chosing the appropriate level of representation of 
dynamical effects. 

A general kinematic analysis, which includes the elastic rotations at the tower top and at 
the shaft end, is the basis for the derivation of the local inertia loads. Nonlinear kinematic 
terms are retained in the expressions for these loads. The wind turbine structure is subdivided 
into three substructures, comprising the tower, the nacelle-shaft, and the rotor blades. Each 
substructure is described with reference to a local coordinate system. 

The model is discretized by use of the finite element modelling technique. A simple two node 
prismatic beam element is used. General element inertia matrices and vectors are derived 
through consistent transformation of the inertia loads to the nodes. The kinematic analysis 
provides for the geometric compatibility at the coupling nodes between the substructures. 
Final assembly of the substructure equations of motion is carried through by imposing force 
equilibrium at the coupling nodes. The resulting coefficient matrices are nonsymmetric. Sub
structuring permits easy updating of changes in geometry, corresponding to rigid body rotations 
of the substructures and extends the limitations on the allowable displacements. 

The loading on the wind turbine structure includes both the gravity and aerodynamic loads on 
the blades. Aerodynamic loads are derived by use of a quasi-steady theory. The model is fully 
aeroelastic, in that the influence of the elastic deformations on the aerodynamic force is taken 
into account. The free wind vector is composed of a deterministic contribution including wind 
shear and tower interference, and a stochastic component, which is generated by the Sandia 
method for time simulation of turbulence. 

Based on the mathematical model a computer program has been developed. The program 
runs on a personal computer. The equations of motion are solved in the time domain by use 
of an implicit Newmark integration scheme, in combination with Newton-Raphson iterations, 
performed to ensure equilibrium at each time step. Eigensolutions are obtained for the struc
ture including only the dominating influence of the rotating substructures. The eigenvalues are 
found by use of the Sturm-sequence property for the symmetric equations of motion. These 
eigenvalues are then used as starting values in an inverse iteration performed on the nonsym
metric equations from the substructure formulation to give the mode shapes. Results from a 
simulation of the response on a typical Danish three bladed stall regulated wind turbine are 
presented and compared with measurements. 
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1 Introduction. 

The dominating design concept used for commercially manufactured wind turbines in the world 
today is the horizontal axis type connected to the electrical supply grid. The rotor configuration 
is usually two- or three-bladed, and power regulation is carried out either by stall- or pitch
regulation. Two-bladed rotors are often equipped with a teeter hinge, but the majority of wind 
turbines have a rigid hub. 

The majority of the Danish wind turbines are of the three-bladed stall regulated type. Only 
three bladed turbines of the rigid hub type are commercially available in Denmark today. Very 
little attempt has been made to develop a more flexible and probably more optimal design, as 
for example, the two bladed teetered type. 

The 200 kW Gedser wind turbine [L3] is often considered the model for the development of the 
new generation of stall regulated wind turbines in Denmark, which took its beginning in the 
late 1970's. During the last decade this concept has gone through a continuous development. 
In the early 1980's the manufacturers concentrated on the optimization of the components for 
wind turbines of the 55 kW size, with particular emphasis on production. The typical design 
engineer was almost completely occupied with problems related to production. The basis for 
dimensioning was the experience with prototypes together with the general rules supplied by 
The Test Station for Wind Turbines at Ris~. These rules, of course, had to be conservative, 
because they apply to a complex product experiencing a complex loading, and yet be simple 
at the same time. The rules reflected the experience gained with a number of different wind 
turbines. 

A theoretical approach to design was almost solely used by researchers employed in connection 
with the national programmes in relation to the bigger wind turbines, e.g. the 630 kW Nibe 
turbines [P2]. Allthough the results from these programmes are in the public domain, the 
influence of this research upon the commercially manufactured wind turbines has been very 
limited, or at least very much delayed. Only when results of special interest for the industry 
have been extracted from the research results can a clear influence be traced. The interest 
has often been stimulated by sudden problems, for which the industry needed help to find 
solutions, usually in a hurry. But the industrial approach was still mainly based on experience. 
One explanation for this might be that the manufacturers in the early 1980's were primarily 
small companies with very little tradition for basing their production on research and theory. 

During the last years the industrial approach has changed more in the direction of the theo
retical, and mathematical models have become more common. One of the reasons is probably 
that the size of the wind turbines has increased ( 400-500 kW) and that prototype testing is 
now too expensive compared to the implementation of an appropriate theoretical tool. Or put 
in another way, the theory can compete with the prototype testing, and help minimize the 
economic risk. Another reason is that the manufacturers have realized that experience alone is 
not sufficient for a satisfactory lifetime prediction. A third reason is that prouction needs much 
less attention from the design engineer, due to the experience of the staff and establishment 
of systematic quality control. 

Altogether, it seems as if the industry, to a certain degree, is prepared to accept the theoretical 
approach and that it will be considered an important ingredient in the optimization process. 
When the conditions change in that direction, it is much easier to establish a fertile interaction 
between the research communities and the industry. Of course, the research communities have 
a responsibility in that process, in that the results of the research must be put in a form which 
makes it practicable for the recipient to use them. 
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During the last couple of years, work has been going on at Ris- National Laboratory which 
aims at the development of a computer program (Design Basis [Ll]) which is efficient for 
parametric studies on a personal computer. The first edition of the program has been published 
and distributed. This is a simple one bladed model (see Sec. 1.1), which is based on earlier 
research [M4) covering the complete rotor. 

The main purpose of the present work is to support the continued development of the Design 
Basis code, especially concerning the proper inclusion of the dynamical effects when a relatively 
flexible structure is considered. Therefore the present model focuses on the modelling of the 
inertia loads. The model is developed in a form that makes it possible to identify the origin of 
the inertia loads and eliminate the associated contributions if they are found to be negligible 
for a given application. 

In order to furnish the reader with some insight in the subject, it is found valuable to go 
through a presentation of the capability of existing, comparable models to include the inertia 
loads and place the present model in this context. This is done in the following Sec. 1.1. The 
introduction concludes with an overview of the elements of the present model and the scope 
of the thesis. 

1. 1 Placing the model in relation to existing models. 

The following survey is not intended to be a general evaluation of the quality of the models 
but merely an assessment of their ability to incorporate significant dynamical effects, i.e. the 
inertia loads. The present work focuses primarily on the influence of the inertia loads, while 
other models have been developed with quite different main aims. 

In the present model a kinematic analysis results in nonlinear expressions for the inertia loads, 
which to a great extent are retained in the equations of motion. Anticipating the results from 
later sections, the inertia loads for the blade will be the basis for the following survey. 

The present model makes use of the finite element model (FEM) for discretization and the 
inertia loads are represented as node loads, resulting from consistent transformation of the 
distributed inertia loads to the nodes. When the origin of the coefficient matrices and vectors 
are made clear, it is possible to compare the present model with others that make use of 
different techniques for discretization. 

1.1.1 Simplified expression for the blade inertia load. 

When dealing with rotating substructures, important inertia forces may arise. If the structural 
elements are relatively stiff, it may be sufficient to determine the inertia force by assuming 
that the substructures behave as rigid bodies. If, furthermore, the angular velocities can be 
considered uniform, the inertia force may be incorporated simply as a centrifugal force. In the 
case of a wind turbine, it is equivalent to incorporate the centrifugal force on the blades, and 
when the rotor is symmetric the centrifugal force influences only the loads on the rotor, while 
other structural parts are unaffected. 

However, the work going on with optimization of the wind turbines results inevitably in more 
flexible structures, and additional inertia forces are likely to be important. An example is given 
below of the origin of such loads. At the same time the example covers the inertia loads which 
are very likely to be important on some existing designs, but often neglected because the 
existing design tools are often incapable of including them. 
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The basis for the example is the schematic drawing in Fig.l and a reduced expression for the 
inertia loads which are part of the mathematical model. The kinematic analysis in the model 

Shaft. 

Tower top. 

X 

z 

Blades. 

Tower foundation. 

Figure 1: Tower top elastic rotations. 

includes deformation at the shaft end, teeter and yaw but only the tower top deformation will 
be included in the following survey. The angular rotor velocity is assumed constant, in order 
to keep the expression for the blade inertia force as simple as possible. 

Applying these simplifications the following formal expression for the inertia load at a blade 
point is obtained 
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-{FIB}= 
[ M] { iiB} ..................... (mass) 

+ [ C ( w, iJT)] { f/B} ............... (Coriolis) 

+ [K (w2,wiJT, iJTiJT, OT)] { qB} ... (softening) 

+ { F ( w2
, wiJT, Or Or, r) } ......... ( centrifuga I + gyroscopic) 

+ [M9 (£shaft, r)] {Or} ............ (rigid body rotation) 

+ [Ce (w,iJT,fshaft,r)] {iJT} ...... (gyroscopic) 

+ [Mu] { ur} ..................... ( rigid body translation) (1.1.1) 

The expression has been derived in App. B, and it is possible through the description there 
to trace the origin of the terms in the model equations. Eq. 1.1.1 is a simplified version of 
Eq. B.0.11 in App. B. The relation between the two equations is kept unique by retaining the 
order of the terms. 

Apart from the listed degrees of freedom and parameters, all the matrices and the centrifugal
gyroscopic vector depend on material parameters and geometry. Except for the mass matrix 
including azimuthal position and angular elastic deformations at the tower top. 

The radial location of the blade point in question is given by r. The shaft is assumed stiff and 
its length is denoted by £11haft· The rotor is spinning with constant angular velocity (w) relative 
to the tower top. The direction of the w angular velocity vector is constrained by the shaft 
bearings. The tower is assumed flexible, so that the elastic rotations at the tower top are not 
negligible. These are assumed to be small so that they can be referenced to the coordinate 
axes and described as a vector. They are generally denoted (}, with indices x, y, and z in 
the figure corresponding to the respective axis. In the formal equation no distinction is made 
between the axes and the index T indicates that the rotation may be any of the three. 

Our main interest in this context is to show how the flexible tower influences the inertia 
load. The elastic angular velocities that will occur must be added to the rotational speed (w) 
in order to obtain the total speed of the rotor, and as the elastic rotations and their time 
derivatives ( denoted by a dot) vary with time, both in direction and size, it becomes clear that 
all the accelerations, usually described by the well known four term acceleration expression for 
a rotating coordiante system, are present. This is reflected in the equation. 

The influence of the inertia force on the terms related to local deformation ( { qB}) on the blade 
is reflected in line 2 and 3 of the equation, representing the Coriolis- and the softening-effects. 
The importance of these will depend very much on the actual properties of the blade. 

In addition to the centrifugal forces gyroscopic forces are present in the equation, due to the 
resulting time varying rotation vector for the rotor. The gyroscopic terms are represented both 
in the vector of line 4 and the matrix of line 6. The gyroscopic forces appear in both terms 
due to the chosen discretization technique and to the level of reduction of the equations. For 
many designs it is probably very important to incorporate the gyroscopic forces. 

The last terms to mention are the terms denoted rigid body terms in the equation. They 
are usually incorporated in the most models, which integrate the complete turbine. Their 
incorporation do not depend on a kinematic analysis. 
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1.1.2 Comparison of models. 

Based on the expression for the inertia loads from Eq. 1.1.1 existing representative models 
for horizontal axis wind turbines will be described below, starting with the simplest models 
and carrying on with models of increasing complexity. Only models which have been specially 
developed for wind turbines will be considered, and only models in the public domain. This 
means that e.g. modified helicopter models and private manufacturer models are not consid
ered, the former because they are usually very complex and it is difficult to extract information, 
which makes these models comparable with the specially designed wind turbine models, the 
latter category simply because details about these models are unknown. Within both categories 
important models exist. 

The result of the model description will be a series of models, which provides a survey of the 
ability of the models to incorporate the inertia loads. At the same time the overview will serve 
to illustrate where the present model is placed in relation to existing models. Other important 
characteristics of the models, e.g. special degrees of freedom and aerodynamic model, will be 
mentioned briefly, in order to emphasize the aim of the model in question. 

The models will be referred to three main categories. Within each category degrees of varying 
complexity exist. The first category covers models which only consider the dynamics of a single 
blade. Coupling to the other blades, the nacelle, and to the tower are not included, which means 
that the hub and the tower are assumed to be stiff. The second category covers models which 
consider dynamics of the whole rotor and perhaps a very simplified coupling to the tower. The 
models in this category assume that the tower is relatively stiff. The third category deals with 
the models which incorporate the complete structure, with a varying number of DOFs and 
with a varying degree of linearization. 

1.1.2.1 Single blade models. 

This category covers models which consider the dynamics of one single blade. They are usually 
very fast and effective, as appropriate when the main characteristics of the wind turbine are 
to be established. When the tower, nacelle, shaft and hub with good approximation can be 
considered stiff, the models will often give answers which are sufficient for the final design, 
perhaps modified according to results from prototype testing. 

The ability of the models to incorporate the inertia loads can be roughly illustrated by use of 
Eq. 1.1.1, which after cancelling of the terms related to the tower DOFs is written 

-{FIB} 
[M]{ QB} ......... (mass) 

+ [ C ( w)] { 4B} ...... (Coriolis) 

+ [I< (w2)] {qB} ... (softening) 

+ { F ( w2
, r)} ...... ( centrifuga I) (1.1.2) 

Here the deformation vector, {qB}, covers only one single blade. The equation of motion is 
usually established in the rotating frame of reference following the blade. The equations are 
usually linearized and solved by a modal analysis technique, which reduces the number of 
degrees of freedom. The solution is often carried out in the frequency domain. It is mentioned 
below where the particular models deviate from the equation above. 
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One such model is described by Larsen [Ll). Blade displacement in flap- and chord-wise direc
tions are considered, while torsion is excluded. The two directions are not structurally coupled, 
but coupled through the aerodynamics. Centrifugal stiffening is included. The equations of 
motion are solved both in the time and in the frequency domain by use of a modal tech
nique, based on the mode shapes. This work focuses on the calculation of fatigue and extreme 
response. 

A similar model is described by 0ye in [01) and [02). Here a more complete structural 
model is used. Structural coupling between the flap- and chord-wise directions and torsion are 
included. The influence of the centrifugal force is included in the stiffness, both in directions 
perpendicular to the blade axis, but also in the torsional direction. The latter may be important 
for blades designed with a considerable twist and low torsional stiffness. This effect is usually 
neglected, as in the present model. The model operates in the time domain and uses a modal 
technique based on the mode shapes for reduction of the degrees of freedom. 

A third example in this category is the model described by Thresher [Tl). The model is 
restricted to consider only the flap-wise direction. The stiffening effect of the inertia loads is 
fully incorporated in this direction. The model allows for a prescribed yawing motion, which 
may be time varying. Its representation in the model is only restricted by the introduced 
linearization. This gives rise to additional gyroscopic forces through the product wih and 
further, when the yaw motion is time varying, additional inertia forces through the angular 
acceleration OT, The solution is based on discretization and reduction of the DOFs by use of 
the Galerkin method. The equations of motion are integrated in the time domain. 

1.1.2.2 Coupled rotor models. 

Models in this category are characterized primarily by their ability to describe the dynamics of 
the coupled rotor, i.e. the rotor hub is no longer considered stiff. Apart from this, the basic 
approach may be very different. Also, the included dynamic effects are treated at different 
levels of refinement, primarily governed by the actual modelling employed and the solution 
technique. In spite of that, the inertia forces accounted for in the models can roughly be 
described by a common equation, which results from reduction of Eq. 1.1.1 

- {FIB}= 

[M]{qB} ............... (mass) 

+ [C (w)) {iJB} ............ (Coriolis) 

+ [K (w2
)] {qB} ......... (softening) 

+ { F ( w2
, wOT, r)} ...... ( centrifugal + gyroscopic) 

+ [M6 (fshaft, r)] {OT} ... (rigid body rotation) 

+ [Mu] {UT} ............ ( rigid body translation) (1.1.3) 

It is mentioned below, where the actual model deviates from this equation. 

One model in this category is described by Madsen [M4). The model is developed for solution 
in the frequency domain, and this is naturally reflected in the choice of representation of 
the dynamic terms. The modelling is carried through in the rotating frame of reference. A 
constant angular velocity of the rotor, w, is asumed, but a periodic yaw motion , OT, is allowed 
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for, resulting in gyroscopic forces, represented in the vector { F}. The yaw acceleration is 
neglected, assuming slowly varying yaw velocity. The centrifugal stiffening is taken into account 
as geometric stiffness and softening in the plane of rotation is included through [K]. Coriolis 
forces are accounted for through [C], yet, neglecting the influence of the yaw motion on the 
Coriolis force. The tower top DOFs are not included in the model, i.e. [Mt1] and [Mu] are 
zero. As was the case with the model by Larsen [Ll), the main purpose with this model is to 
calculate fatigue and extreme response. 

A model using a finite element approach is described by Garrad [Gl]. The model is almost 
identical to the one by Lobitz [L2]. Garrad integrates the tower, although without taking 
into account the additional gyroscopic and Coriolis forces on the rotor resulting from tower 
top angular motion. The tower is modelled in a fixed frame of reference and the rotor in a 
rotating frame of reference. The two sets of equations are coupled before solution by use of 
a time varying transformation matrix reflecting the hub configuration and taking care of the 
relative movement of the structures. The tower top deformations are treated as real DOFs, 
but because the rotor axis is assumed to be fixed in space in the kinematic analysis, the inertia 
terms depending on {oT} are not taken into account. The solution of the equations is carried 
out in the time domain. 

1.1.2.3 Integrated models. 

The main characteristic of the models described in this category is their ability to incorporate 
the DOFs at the tower top in such a way that the influence of time varying angular rotations 
includes the angular velocities at the tower top. Still, the level of refinement is very broad, 
from those where the coefficient matrices do not depend on the DOFs to models that can 
be characterized as fully nonlinear. The discussion is carried through with basis in the original 
Eq. 1.1.1. 

The first model to mention in this category is one specially developed for stability analysis of two 
bladed, teetered wind turbines by Janetzke [Jl]. The model has only five DOFs including the 
teeter. The remaining DOFs are two generalized coordinates corresponding to the fundamental 
flapping mode for each blade, and two rotations at the tower top, corresponding to yaw and tilt 
directions, respectively. The equations of motion are linearized so that the coefficient matrices 
do not depend on the DOFs. The Coriolis term is neglected so that [C] = [O]. The softening 
is not included in the form of Eq. 1.1.1, but the stiffening due to the centrifugal force is 
taken into account, both on the blade and on the teeter DOF. The influence of the angular 
accelerations at the tower top on the blade inertia force as well as gyroscopic forces from the 
tower top angular velocities are taken into account, so that both [Mu] and [C6] are included. 
The solution is carried out in the time domain. 

Allthough the model is rather simple, it demonstrates the important steps in the derivation of 
the equations of motion and how it is possible with models of this type to include only those 
DOFs that are important in an actual analysis . 

Almost the same can be stated about the model by Madsen [M3]. It has been specially 
developed for investigation of the influence of rotationally sampled turbulence on the rotor 
loads. The model has only three DOFs which are the tower top displacement in the wind 
direction, the yaw and the tilt angle. The local blade dynamics is thus ignored and the rotor is 
modelled as a rigid body, and the structural mass and stiffness coupling has been disregarded. 
The tilt and yaw rotation couple through the gyroscopic forces. Considering the terms of 
Eq. 1.1.1 it is equivalent to exclude the three first lines of the equation. The model operates 
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in the frequency domain and allows for experimentally determined turbulence properties. 

A model similar to the one by Janetzke [Jl] has been developed by Garrad (G2]. As regards the 
representation of the inertia forces, it is basically almost identical to the model in the present 
work and differs in that respect only in the extent to which linearization has been introduced. 
The Garrad model has been linearized, so that the coefficient matrices are independent of 
the DOFs. However, by omitting the linearization, equations identical to Eq. 1.1.1 would be 
arrived at. The presentation of the model by Garrad in [G2] focuses on the application of the 
symbolic manipulation program Reduce and stability analysis. 

The model presented by Schottl (Sl] is rather comprehensive, allowing for transient analysis in 
that the angular velocity of the rotor may be time varying. This means that Eq. 1.1.1 should 
be extended to include w as well, in order to describe the inertia forces in this model correctly, 
or more precisely, the azimuthal rotation should be treated as a real DOF. Further this model 
implements a vortex model in the aerodynamic analysis. The equations are solved in the time 
domain. 

The last example to be mentioned in this survey is the nonlinear finite beam element model 
by Fabian (Fl]. The equations of motion are established in the fixed frame of reference. 
The kinematic analysis is not carried through explicitly. Instead, the local accelerations are 
calculated numerically during solution in the time domain and treated as distributed forces. 
The basic tools in this calculation are position and orientation vectors for each finite element 
node. The time derivatives of these vectors are calculated during the solution process and used 
to generate the inertia forces. The model allows for arbitrarily large rotations of the elements 
and must be characterized as fully nonlinear. As regards the inertia loads, the model is capable 
of simulating all load situations for a wind turbine at the expense of computer storage and 
time. 

1. 1.3 The present model, its near relatives and why is it developed? 

From the previous survey of representative existing models it can be seen that the present 
model is placed in the third category covering models of the complete integrated structure, 
somewhere in the vicinity of the Garrad [G2] and Schottl (Sl] models, at least when the 
ability to incorporate the influence of inertia loads is considered. So, in that sense these two 
models must be characterized as near relatives to the present model. But still the modelling 
approach differs at essential points, which will become clear when a comparison is made of 
other characteristics. 

Both Garrad and Schottl use modal expansion of the response as a discretization technique 
and for reducing the number of DOFs, while the present work makes use of the finite element 
discretization. The difference between the models can primarily be attributed to these choices. 

This difference in approach is reflected in the choice of technique for derivation of the equations 
of motion (EOMs). Both Garrad and Schott! make use of energy principles when deriving the 
EOMs, Lagrange's equations and Hamilton's principle, respectively. This is a natural choice 
to make, when the mode shapes are used as the basis for a series expansion, because the 
choice of mode shapes defines the generalized coordinates or equivalently the DOFs, which 
are used as the basic independent variables in the energy expressions. At the same time the 
mode shapes act as interpolation functions and enter the coefficient matrices as integrands in 
a straightforward manner. The method thus requires that the mode shapes, or good approxi
mations (functions satisfying the geometric boundary contitions are admissible functions, (M6, 
pp. 242-252)) are known in advance, and further that integrals depending on the actual mode 
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shapes must be evaluated. Also, a means for truncation of the series expansion must be avail
able. 

As long as the structure is simple with respect to geometry and distribution of mass and 
stiffness and further relatively stiff, these requirements do not constitute a problem. Often 
a good understanding of the dynamic behaviour of the structure will be sufficient to make a 
good choice as regards the mode shapes and the number of terms in the expansion. Experience 
with similar structures may contribute valuable information. The evaluation of the integrals 
will in this case often be simple and is usually carried out numerically. 

When the structural design gets more complicated or much more flexible, it will often be 
necessary to make use of a complementary model, which can be used to calculate the mode 
shapes. Further, this model can help in providing knowledge about the dynamic behaviour 
and thus provide a basis for truncation of the series expansion. A more complex structure 
may further give rise to more complicated integrals over the structural elements. However, the 
structure might be so complex that a satisfactory solution by use of the modal expansion is 
precluded [M6, pp. 328-329). 

One of the main objectives with the present model is to develop a tool, which can be used to 
decide to what degree a model should be refined in order to include the important dynamic 
effects on an actual wind turbine structure, especially including the more complex and flexible 
structures, which are likely to emerge during the process of optimization. A model will be 
much more efficient for that study if the decision on model resolution is more integrated than 
is the case with the modal technique described above. Further, it has been found valuable to 
use a model which is better suited to deal with complex geometry and distribution of mass 
and stiffness than those based on modal expansion. An example of such a complex structure 
is the aerodynamic tip brake of a stall regulated horizontal axis wind turbine. These are the 
main reasons for chosing the finite element method in the present work. 

When the equations of motion are derived for the FEM formulation, the use of the energy 
methods are less advantageous than they are in connection with the modal technique. There
fore, it has been chosen to use Newton's second law directly for derivation of the inertia loads. 
Through a general kinematic analysis (Sec. 3) the acceleration is derived for each material 
point on the structure, and the dynamic problem is converted to the equivalent static problem 
by use of d'Alembert's principle, which, according to Newton's second law, expresses that the 
inertia force on a mass particle is equal to the product of mass and acceleration and directed 
opposite to the acceleration. 

The interpolation functions for the actual element are simple polynomials. The inertia force is 
treated as a distributed force and transformed to the nodes, consistent with the principle of 
virtual displacement. The integration over the element can be performed analytically resulting 
in closed form expressions for the terms of the coefficient matrices, thus eliminating errors 
that may result from numerical integration. 

Use is made of the substructuring technique. The wind turbine structure is divided into sub
structures, which are coupled by imposing force equilibrium at the coupling nodes. The geo
metric compatibility at the coupling nodes is automatically satisfied by the chosen kinematic 
procedure. This is very much equivalent to what is done in the modal formulations, allthough 
very little attention has been payed to the subject by the authors of the texts, which describe 
the models mentioned above. Schottl states that the FEM method prohibits the treatment of 
the angular rotation as time varying. This is certainly not the case. Basically the methods are 
identical, they only differ in the choice of discretization technique. 

All three models discussed in this section make wide use of the algebraic programming system 
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Reduce [H2) for derivation of the EOMs. This reflects the common need for a convenient and 
safe method for handling very large and complicated algebraic expressions. Both Garrad and 
Schottl accomplish the complete derivation of the energy expressions by use of Reduce, after 
having defined the position vectors. The present kinematic analysis is carried through by hand, 
resulting in expressions for the acceleration composed of matrix and vector products, and then 
only the final multiplication and reduction is done by Reduce. 

This procedure is followed primarily because the matrix-vector form of the acceleration expres
sion is found to be very informative, when the origin of the acceleration terms is considered. 
This may prove to be very useful, when a reduction is carried out during the process of opti
mization of the equations for special wind turbine configurations. 

But further, the application of the more advanced and complex procedures in Reduce, requires, 
in the present authors opinion, a good deal of confidence in the system, which can only be 
achieved through experience with tasks of which the results can be checked. 

1.2 Survey of the main elements of the model, and scope of 
the thesis. 

In order to give a more coherent representation of the elements in the model than indirectly 
given through the previous comparison, the main elements of the model are described next. 
Further the scope of the thesis is described parallel with this exposition. 

The wind turbine structure is subdivided into three substructures as described in Sec. 2 

1. Tower. 

2. Shaft-nacelle. 

3. Blades (rotor). 

This is primarily done in order to incorporate the elastic rotations at the tower top and at the 
shaft end in the derivation of the inertia loads. But at the same time the division has two other 
important consequences. One is that the substructure deformations now are described with 
reference to a local coordinate system, and this relaxes the limitations, which otherwise must 
be placed on the allowable deformation in order to be able to express rotations as a vector. The 
result is that the total deformations allowed on the blades relative to the tower support can 
be greater than would be the case if the substructures had been described within a common 
coordinate system. Another important consequence is that the equation structure, following 
from the division, makes it simple to update the equations at each time step with respect to the 
change in geometry due to elastic rotations at the tower top and the shaft end. The result is a 
more correct model, allowing for moderate geometric nonlinearities. Only moderate, because 
the local angular rotations still must be small in order to make the vector representation valid, 
including elastic rotations at the tower top and the shaft end. The bearing restrained rotations 
do not cause such problems, because the axis of rotation is uniquely defined, and the bearing 
rotations enter the equations as scalars. 

Both yaw rotation and teeter rotation are also present in the model, and like the rotor azimuthal 
rotation they are treated as bearing rotations. 

To summarize, the division into substructures has as a result that the rigid body motions of 
the substructures are fully taken into account, both as regards inertia loads and change in 
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geometry, and moderate geometric nonlinearities, as seen from a common coordinate system, 
are allowed for. 

The finite element model is used for discretization of the structure. The reasons for that choice 
was given in Sec. 1.1.3. 

The derivation of the element equation of motion (EOM) and the assembly to the substructure 
EOMs is described with reference to Fig. 2, which illustrates the procedure for the blade 
substructure. 

Newton's direct method is used for derivation of the EOMs. The reason for this choice was 
given in the previous section in connection with the comparison with other models, Sec. 1.1.3. 

Initially, the kinematic analysis is carried through, (Sec. 3). The aim is to derive velocity and 
acceleration for a material point on the element. The velocity is used in the aerodynamic 
calculation (Part 2, Sec. F). 

Input to the kinematic analysis is basically the position vector to the point in question, { r50}. 

The velocity and the acceleration are derived as the first and the second time derivative to the 
position vector, respectively. 

Information about geometry and DOFs is used in the kinematic analysis. Important variables 
are 

1. Rotor azimuthal position: 0, iJ = w, 0, (bearing controlled). 

3. Coupling DOFs between substructures: 

Tower top: { qft} , { 4tt}, { qft}, ( elastic deformation). 

N "N .. N · 
Yaw: 03N, 03N, 03N, (bearing controlled). 

Shaft end: { q1m} , { 41:m} , { qjm}, ( elastic deformation). 

H ·y .. H 
Teeter: 018 , 018, 018, (bearing controlled). 

4. Shaft length: lshaft· 

The transformation matrices needed in the description of the position vector { r50 }, are derived 
from the elastic- and bearing-rotations, listed as number 3, and further the azimuthal position 
0 and the tilt angle OfR• Also the shaft length, lshaft, appears in the position vector. 

The finite element used in the model is a simple two node prismatic beam element as described 
in Sec. 4, where also the complete element analysis is described. The interpolation functions 
are simple polynomials, which are derived as solutions to the static equilibrium equations for 
the element. The description includes shear rotation, which is usually unimportant for slender 
structures, but included for the sake of completeness, and keeping in mind the possibility of 
using the model for analyzing details of the structure. The coupling between bending and 
torsion, which arise when the shear center lies outside the elastic axis (neutral bending axis), 
is included. 

The elastic stiffness matrix is derived by use of the constitutive relations and the principle 
of virtual displacements. A general expression for consistent transformation of the distributed 
loads to the nodes is derived. This expression is used for transformation of the inertia load 
to the nodes, resulting in element mass-, Coriolis-, and softening matrices as described in 
Sec. 4.11. 
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Figure 2: Derivation of blade substructure equations of motion. 
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Additional inertia loads, represented as vectors, result from this transformation. These vectors 
are composed of terms, which are functions of DOFs outside the blade substructure, and the 
angular velocity of the rotor, w. The terms including DOFs can be extracted from the vectors, 
as shown for the example calculation in [Part 2, Sec. E), giving rise to additional mass- and 
Coriolis-matrices. The remaining terms in the inertia vectors are dominated by the centrifugal 
forces related to the square of the angular velocity of the rotor, w2 • 

The centrifugal force is used in the derivation of the geometric stiffness matrix, as described 
in Sec. 4.9. 

Structural damping is taken into account in the form of Rayleigh damping, the element damping 
matrix being derived as a linear combination of the mass matrix and the elastic stiffness matrix, 
(Sec. 4.13). 

The aerodynamic load is calculated by use of quasi-steady theory as described in [Part 2, 
Sec. F]. The wind field includes the mean wind influenced by shear and tower interference. 
Turbulence is simulated by use of the Sandia method, also described in [Part 2, Sec. F). 

Influence of gravity is included in the model, but for the moment only on the blades. Extension 
to the complete structure is of course straightforward, but omitted because the influence on 
the dynamics is negligible. 

Both aerodynamic load and gravity load are consistently transformed to the nodes. 

By gathering the above mentioned terms in one equation, the EOMs for a blade element are 
obtained. Further, the substructure EOMs are derived by assembly of the element equations, 
the key for this being the condition on displacement compatibility at the nodes. 

Similar procedures are followed for the tower and the shaft substructures. 

As shown schematically in Fig. 3, the substructure equations are assembled (Sec. 6) by im
posing force equilibrium at the coupling nodes. Further, the boundary conditions at the tower 
foundation are introduced, thus removing the rigid body motion of the total structure. These 
conditions are assumed to be purely geometric, equivalent to zero displacement. The displace
ment compatibility between substructures is ensured through the kinematic analysis. 

I I I • • • Tower Shaft-nacelle Blade 
substructure substructure substructure 
EOMs EOMs EOMs 

l l l l l 
Geometric - Force and - Force and -
boundary moment moment 
conditions equilibrium equilibrium 

Structure equations of motion. 

Figure 3: Assembly of substructure equations of motion. 

As the resulting structure EOMs are rather complicated and strongly coupled and nonsym
metric, some attention has been payed to assess the validity of the assembly procedure. In 
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Sec. 5 the present form of the EOMs are compared with the usual symmetric form of the 
finite element equations, obtained when a common coordinate system is used. It is shown for 
a simple case, that it is possible to transform from one form to the other. It becomes evident 
that the real difference lies in the representation of the rigid body displacements in the two 
sets of equations. 

Indirectly, the validity of the substructure formulation has further been partially investigated 
through an implementation of an eigensolution procedure (Sec. 7), allthough the purpose with 
this is different. When dealing with wind turbine dynamics, it is very instructive to be able 
to calculate the eigensolutions, both when models are established for simulation, but also 
when knowledge about the dynamic behaviour is required. For this reason an eigensolution 
procedure has been programmed. It is based on a calculation of the eigenvalues for the structure 
described in a common coordinate system and including only geometric stiffness and centrifugal 
stiffening, i.e. the EOMs are symmetric. The eigenvalues are found by use of the Sturm
sequence property for symmetric matrices. Next, these eigenvalues are used as the starting 
values in an inverse iteration performed on the substructure formulated EOMs to give the 
eigenfunctions (mode shapes). Identical eigenvalues are found within the numerical accuracy. 

In Sec. 7 the procedures used for the solution of the equations are described. A schematic 
representation of the solution procedure is found in Fig. 19. The Newmark implicit integration 
scheme is applied. The method is unconditionally stable, when the coefficient matrices are not 
time dependent. However, the present implementation has not revealed any instability problems 
for the example calculations which have been carried through so far, even if the coefficient 
matrices are time dependent. Due to the kinematic nonlinearity of the equations it is in general 
necessary to combine the integration with iterations in order to achieve equilibrium at each 
time step. Omitting this will usually give erronous results, because an error is accumulated. 

The mathematical model has resulted in a computer program written in Fortran 77. This 
closely follows the mathematical model and therefore a detailed description is unnecessary. 

The thesis concludes with some calculation results. Example calculations have been carried 
through on a typical Danish three bladed wind turbine, which has been tested at the Test 
Station for Windmills at Risf6, and the simulated results are compared with measurements. 
Reasonable agreement is demonstrated (Sec. 8). 

In the example calculations the yaw DOF (OfN) and the tilt (Ofn) have been omitted, and 
further the angular velocity (w) has been assumed constant. This is done, simply, in order to 
reduce the expressions for velocity and acceleration. The tower top deformations and the shaft 
end deformations have been given the highest priority in the calculations. Omission of the 
tilt approximately halves the number of terms. The yaw DOF can still be represented in the 
calculations by assigning an appropriate torsional stiffness to the beam element at the tower 
top. 

The thesis consists of two parts. Part 1 (the present part) covers the mathematical model and 
the results and constitutes the chief part of the thesis, while Part 2 is a supplement, where 
the most space consuming inertia matrices are listed, and some of the most important matrix 
manipulations are shown. Further, the complete aerodynamic model is described in Part 2. 
References between the two parts are given as references in general. 
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2 Model geometry. 

The horizontal axis wind turbines commercially available today follow a similar structural de
sign, regarding the main components, which are important when the overall dynamic response 
is considered. If the rotor shaft and its supporting connections to the tower is regarded as one 
main component, the wind turbine is naturally divided into 3 main components 

1. The supporting tower 

2. The rotor shaft 

3. The rotor blades 

At the same time the connections between these main components are usually characterized 
by important built in degrees of freedom (DOFs). Between the tower and the nacelle the yaw 
rotation takes place, usually controlled by a bearing with one rotational degree of freedom 
around a vertical axis. Further, if the simplification suggested above is taken literally, both 
the yaw rotation and the rotation of the rotor shaft can be considered as occuring at the 
connection between the tower and the shaft. Between the shaft and the rotor blades the teeter 
bearing is located. 

If we can accept, that the model does not provide information about local response of details 
in the nacelle, the simplification relating to the nacelle and the shaft is reasonable, because 
it is possible to assign mass, stiffness and damping to the shaft elements, so that the overall 
coupling between the rotor shaft and the tower reflects the real construction in such a way 
that acceptable agreement is found for all lower order modes of practical interest. The results 
obtained with this simplified model will therefore provide the correct blade and rotor loads, 
which then can be used as input to a model with finer resolution, where the local details 
of special interest are analysed. Experience with existing response models and wind turbines 
confirms that the simplification is acceptable, e.g. Patel [Pl] and Fabian [Fl, pp. 25-34). When 
we want to investigate relative changes in response, due to variation of structural parameters, 
the influence of the simplification is even less important. 

2.1 Definition of substructures. 

The present model is divided into 3 substructures corresponding to the 3 main components. 

The term "substructure" is used by different researchers, but often in relation to different 
theoretical applications. Bathe (Bl, p. 454) uses the term in connection with "substructure 
analysis", which makes use of static condensation for elimination of internal degrees of freedom. 
The total structure is considered to be an assemblage of substructures. Each substructure, in 
turn, is idealized as an assemblage of finite elements, and all internal DOFs are statically 
condensed out. Each substructure is used as a finite element, and the method is basically a 
tool for reduction of the number of DOFs. The method is particularly effective, when identical 
substructures are present. 

Meirovitch [M6, pp.384-409) uses the term "substructure synthesis" to describe a wide range 
of basically identical techniques that analyse a structure by use of a linear combination of 
mode shapes, or more generally by use of the broader set of admissible functions satisfying the 
geometric boundary conditions (M6, pp. 242-252), for discretization of the substructures. The 
method is described as an alternative to the finite element method. The equations of motion 
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are obtained by use of an energy principle (Lagrange's equations). A very illustrative analysis 
in [M6, pp. 401-409] describes the theory applied on rotating substructures in general terms. 
This analysis has been very inspiring for the present work. 

The present use of the" substructure" is not in total agreement with any of the two mentioned 
applications, but can merely be characterized as an appropriate subdivision of the structure, 
facilitating the actual analysis. 

The purpose with the present division is primarily that we want to incorporate the influence 
on the inertia load of the elastic angular rotations at the tower top and at the shaft end. The 
chosen substructuring facilitates the introduction of these angular rotations in the kinematic 
analysis. The considered bearing controlled rotations are furthermore located at the same two 
points, or at least so close that they can be assumed coincident with good approximation, and 
no further substructuring is necessary. Other important positive implications follow from the 
substructuring which will be commented on later in Sec. 2.3, when the degrees of freedom 
have been defined. 

Each substructure has a Cartesian coordinate system attached to it as shown in Fig. 4. The 
figure shows the undeformed structure. The final model is based on the finite element method 
using a simple two node prismatic beam element. A typical division of the structure in elements 
is shown in the figure. The local deformations are assumed small all over the structure, so that 
linear elastic material properties can be assumed, which means that the relation between the 
stress and strain is linear. This implies that the linear constitutive relations given in Eq. 4.2.1 
are valid. 

The elastic rotations of an element within a substructure are assumed infinitesimal, so that 
rotations still can be described as a vector ([M7, pp. 104-110), [G4, pp. 164-174)). This 
assumption is made in order to retain a simple relation between rotational degrees of freedom 
and transformation matrices, which transform vectors from one substructure coordinate system 
to another or from a finite element to a substructure coordinate system. If finite elastic rotations 
were allowed the rotations could no longer be described as a vector, which means that the 
order of the rotations encountered in a transformation would no longer be indifferent and more 
complicated expressions for the transformations would be necessary. 

One possibility is to describe the transformation by use of the Euler angles ([M7, pp. 140-
143], [G4, pp. 143-1481) , which refer to 3 rotation angles defined in relation to 3 specific axes. 
These axes are not perpendicular, but changes their relative position with the angles. Further, 
a specific sequence of the rotations is prescribed, which makes the transformation unique. 

For these reasons the use of the Euler angles for description of finite rotations, partly composed 
of elastic deformations, will result in rather complicated expressions and additional degrees of 
freedom must be introduced in order to establish the equations of motion. The use of the 
simple two node beam element is excluded, and the method is not attractive in the present 
case. 

In [R2] and [R3) the Euler angles have been used for a geometric nonlinear model of moving 
and rotating rods, resulting in rather complex equations of motion. 

If finite rotations should be allowed within a substructure a reasonable description should at the 
same time allow for an updating of the equilibrium equations in accordance with the change 
in geometry. This possibility is inherent in many methods, especially those developed for the 
finite element models. 
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Figure 4: Substructures and coordinate systems. Undeformed state. 

Another way of treating finite rotations, especially well suited for numerical solution on a com
puter, is described in the by now comprehensive litterature dealing with solution of nonlinear 
structural problems in the finite element method. 

As an example, a detailed description is found in (Bl, pp. 301-406], where the theory is devel
oped in connection with special finite elements. The main principles in the method shall briefly 
be mentioned here. The orientation of the element undergoing finite rotations is described by 
a set of vectors connected to the element nodes. The solution of the structural response to a 
given load history is achieved by an incremental procedure, where the load is incremented in 
steps resulting in infinitesimal rotations. In each step the rotations can therefore be treated 
as vectors and the rotations related to the model DOFs in a straightforward way. Usually the 
geometry is updated following certain guidelines, but often less frequently than the load step. 

The result is a time history of the DOFs comparable directly to what can be observed on the 
real structure, when the load is applied. Often it is necessary to combine the method with 
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iterations after each load increment, in order to achieve an acceptable state of equilibrium of 
the forces involved. 

The method is equally well suited for static and dynamic problems, and for problems with all 
types of nonlinearities, and must be characterized as the most general for solution of structural 
problems, but constitutes a rather complex model which usually must be run on a main frame 
computer. The method used in [Fl] is similar. 

However, the experience with existing wind turbines shows that a model which is able to 
treat moderate geometric nonlinearities, will be adequate for modelling the next generation 
of turbines, which probably only will be slightly more flexible than the present generation, in 
that no big leaps in that direction can be expected, when the industry producing for the world 
market is considered. Therefore, the present model avoids the use of the more complex finite 
elements and accepts that only moderate rotations can be permitted. 

In the following two subsections the coordinate systems and the transformation matrices in
volved in the model are described with reference to Fig. 4. 

2.2 Definition of coordinate systems. 

In Fig. 4 the wind turbine structure is shown in the undeformed state. The figure serves to 
define the substructures, the attached coordinate systems and the degrees of freedom. 

Only one blade is shown, because the complete rotor is described in one common blade 
substructure coordinate system. The kinematic analysis for one blade point is therefore repre
sentative for the complete rotor. The rotor geometry is completely described within the finite 
element model, which means that for example coning angle, pitch angle and blade twist do 
not appear in the kinematic analysis. 

Further, an example of division in finite elements and the sequence of the node numbering 
is shown. The node numbering for the blades is not shown in detail, only the numbers for 
the coupling node to the shaft (Bl) and the last node (Bn) are shown. The actual node 
numbering on the blades is important, when the element equations are assembled, and is 
shown in relation to the derivation of the substructure equations of motion in Sec. 6 Fig. 18. 

The boundaries between substructures are assumed to be single point connections which can 
be represented by one node. 

The node numbering is well suited for referencing the actual points on the structure. It has 
been chosen as follows 

Tower: 

Shaft: 

Blade: 

Nodes are numbered from 1 to £. 
Tower node Tl is at the tower support. 
Tower node Tl is at the tower top, and common with shaft node Al. 

Nodes are numbered from 1 to m. 
Shaft node Al is at the joint to the tower, and common with tower node Tl. 
Shaft node Am is at the joint to the blade hub, and common with blade node Bl. 

Nodes are numbered from 1 to n. 
Blade node Bl is at the joint to the shaft, and common with shaft node Am. 

The reference systems are right handed, rectangular coordinate systems (Cartesian). The axis 
indices are designated by the symbols x, y, and z, or synonymously by 1, 2, and 3, respectively, 
throughout the thesis. 
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All the angles are defined relative to a coordinate axis, and are considered positive when a 
corresponding rotation of a right hand screw will move the screw in the positive direction of 
the axis. This definition is throughout the report referred to as e.g. the positive ZT-sense, or 
just the positive angle, when it is clear from the context which axis is the actual one. 

Not all the coordinate systems used in the transformations are shown in Fig. 4 to avoid 
overcrowding the figure, and others have been displaced parallel relative to the original location, 
in order to show how other systems move relative to them. All applied coordinate systems will 
be defined uniquely, when the tranformations are described in Sec. 2.4. 

Tower support. 

The tower substructure coordinate system (index T) has its origin at the tower support at 
node Tl. The XT- and YT-axis are in a horizontal plane and the ZT-axis is vertical downward. 
The tower is assumed to be rigidly supported, and the displacements to be zero at the support. 

Connection between tower and shaft-nacelle. 
At the tower top, at the common node between the tower (node No. Tl) and the shaft (node 
No. Al), several coordinate systems have their origo. The node is the coupling node between 
the two substructures. 

The shaft substructure coordinate system (index A) has its origin here. It is rigidly connected 
to the shaft and corotates with the shaft. The XA- and ZA-axis are in a plane perpendicular to 
the shaft axis, and the YA-axis is coinciding with the shaft axis in the undeformed state and 
oriented in direction of the mean wind. This set of axes also define the azimuthal position of 
the rotor, OtA = 0, which is zero when the ZA-axis is in the vertical plane. The angle is positive 
in the positive YA-sense. Because the substructure coordinate system is rigidly attached to the 
shaft, the deformations of the shaft at this point are zero, measured relative to this reference 
system. 

Further, at the tower top a coordinate system is rigidly attached (index T'). In the undeformed 
state its axes are parallel to the tower substructure coordinate axes (T). It follows the tower top 
during elastic deformation, and its angular rotations are identical to the angular deformation 
at the tower top node, {Ott}. 
An intermediate coordinate system (index N), serving to define the bearing controlled yaw 
rotation, is located at the same point. The coordinate system corotates with the nacelle. In 
the zero-yaw position and the undeformed state its axes are parallel to the tower substructure 
coordinate axes (T). The yaw angle OfN is the positive rotation about the tower ZT-axis. 

The last coordinate system (index R) with origo at the tower top, is a system which is stationary 
in the nacelle, and has its ywaxis coinciding with the shaft axis in the undeformed state, i.e. 
it coincides with the A-system, when the azimuthal position is zero. The coordinate system 
is rotated the positive angle OflR about the xwaxis relative to the N-system. OfR is the tilt 
angle. This coordinate system is not shown in Fig. 4 in its original position, but in a parallel 
displaced version at the shaft end, identified by the index R*. 

Connection between shaft and blade. 

The shaft end node (No. Am) and the center rotor blade node (No. Bl) coincide, and the 
common node connects the two substructures. 

In order to support the definition of the coordinate systems at this node, the stationary R
system has been parallel displaced to the node, indicated with an upper star on the axis index, 
R*. 
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At the shaft end a coordinate system (index S') is rigidly attached to the node. In the unde
formed state its axes are parallel with the axes of the A-coordinate system. The system follows 
the shaft end during elastic deformation, and its angular rotations are identical to the angular 
deformation at the shaft end { Ojm}, measured relative to the A-system. 

The blade substructure coordinate system (index B) has its origo at this node. It is corotating 
with the rotor blades and is rigidly attached to the blades. Its neutral position is coinciding 
with the S'-system. The B-system can rotate about its XB-axis. The rotation corresponds to 
the bearing controlled teeter rotation O{IH, which is zero when the two coordinate systems are 
coincident, and positive in the positive XB-sense. For a planar rotor, the ZB-axis can be chosen 
coincident with a blade axis. The actual choice is however not important for a symmetrical 
non-teetering rotor. Any rotor configuration can be modelled within the blade substructure 
coordinate system. 

Because the substructure coordinate system is rigidly attached to the center blade node, the 
deformation of the blades at this point are zero, measured relative to this reference system. 

2.3 Degrees of freedom. 

According to the definitions above, a final summary of the degrees of freedom can be given. 

The boundary conditions at the tower support, and the definitions of the substructure coordi
nate systems for the shaft and the blades, as rigidly attached to the respective substructures, 
imply that the degrees of freedom for the first node on all three substructures can be elim
inated from the equations of motion. The kinematic analysis carried out according to these 
definitions will ensure that the displacement compatibility at the coupling nodes is fulfilled. 
The displacement vector at a node is defined by three translations and three rotations, for 
example for node No. i on the blade substructure (B) as 

where 

u:Bi (t) 

u:Bdt) 

ufBi (t) 

o:Bdt) 

0:Bi (t) 

tJfBi (t) 

u:Bi• u:Bi• ufBi are translations at the node. 

(J~Bi• o:Bi• ofBi are rotations at the node. 

(2.3.1) 

Generally, the time dependency is not stated explicitly below, unless it is found that it helps 
in clarifying the context. 
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For the substructures, the internal node degrees of freedom are expressed by the vectors 

{~2} 
{'IZ3 } • {idA} = (2.3.2) 

{qBn} 

The coupling degrees of freedom are not included in these vectors, because they will appear 
separately in the equations of motion due to the kinematic coupling between the substructures. 
The coupling DOFs are 

T 
UxTl 

T 
uyTI. 

{qf,} = { { uft} }= 
T 

UzTl 

{0ft} 0;Tl 

(2.3.3) 

0~Tl 

0'{Tl 

and 

A 
UxAm 

A 
UyAm 

Mm}={ {u1m} }= 
A 

UzAm 

{01m} 0:Am 

(2.3.4) 

0:Am 

01Am 

The remaining degrees of freedom, appearing as scalars in the equations of motion, are 

0fN (t) 

0f1H (t) 

0fA (t) 

the yaw angle 

the teeter angle 

the azimuthal position 

The tilt angle 0fR is constant. 

Important implications of the substructuring. 

In Sec. 2.1 it was mentioned that the substructuring had other important implications than the 
appropriate incorporation of the elastic rotations in the kinematic analysis. One implication 
is that the limitations on the allowable rotations at the nodes on the shaft and the blade 
substructures are extended, compared to the limitations that had to be imposed, if the structure 
was described within a common coordinate system, for example the tower system. The reason is 
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that the rigid body rotations, resulting from the rotations at the coupling nodes, are eliminated 
from the local substructure rotations, and relative to the common coordinates they can be 
larger than otherwise, and still be expressed as a vector. 

Another implication is that the equations of motion can be easily updated during the solution, 
with respect to the change in geometry resulting from the coupling rotations, because the 
updating requires only a limited number of numerical operations. Thus, only the geometric 
nonlinearities within a substructure need to be considered when the structure is deformed. 

2.4 Transformation matrices. 

The purpose of this section is to derive the transformation matrices which change the vector 
components in accordance with change of reference system. Further, the angular velocities of 
the coordiante systems are introduced. 

The components of the three dimensional vectors used to describe positions and deformations 
and their time derivatives can be referenced to any set of coordinate axes. Throughout the 
analysis it will be necessary frequently to change the basis for the vectors. The vector notation 
is explained at the beginning of the symbol list in App. A, and shall not be repeated here. 
Only, it is important to stress one feature of the notation. The upper right index of a vector 
indicates what coordinate system its components are referenced to. Only in cases when it is 
unimportant or when the context makes it clear, what coordinate system is actually used as 
reference, this identification shall be omitted. Allthough the notation, now and then, may seem 
to be a little inelegant, it has throughout the derivations proven to be a valuable help, in this 
way to make it clear, what coordinate system the actual vector is referenced to. Especially 
when vectors of different origin are combined in an expression. The notation can often serve 
as a means for control of a vector expression. 

When the basis for a vector is changed, the appropriate transformations must be applied. Only 
when position vectors are dealt with, the actual spatial position of the vector must be taken 
into account. All other vectors are uniquely defined by their orientation and size, and they can 
be moved by a parallel displacement to an appropriate position before transformation. This is 
equivalent to consider the coordinate systems involved in a transformation as having common 
origin and the vector to start at this origin. 

The transformation of such a three dimensional vector from, for example, the tower coordinate 
system (T) to the shaft coordinate system (A) is expressed by 

(2.4.1) 

where the matrix has dimension 3 x 3. The columns of the matrix are the components of 
the projections of the axis unit vectors of the T-system on the axes of the A-system. These 
components are often denoted the direction cosines of the unit vectors. The lower matrix 
index TA carries the information that the transformation is from the T- to the A-system. This 
meaning of the sequence of the indices is adhered to throughout the thesis. 

When dealing with Cartesian coordinate systems, the linear transformation expressed by [TTA] 
is called an orthonormal transformation, because the column vectors of the matrix { ei} have 
the following properties 

for i = j 
for if j 

(2.4.2) 
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where i and j are the actual column numbers. 

These properties further imply that 

30 

(2.4.3) 

where the upper index T denotes the transpose, and the index -1 the inverse of the matrix. 

The involved transformation matrices and the corresponding angular velocities are derived 
next. 

Tower - elastic tower, [TIT']. 

In Fig. 5 the involved rotations are shown. The double arrows are not vectors. They only serve 
to show the actual rotation axis. The rotations are the elastic deformations at the tower top. 
The coordinate system with index T~ corresponds to the undeformed state. The x'-, y'-, and 
z' -axes show intermediate positions, and the T'-axes correspond to the deformed state. During 
derivation of the transformation matrix the order of the rotations is assumed to be O[Tt, OfTl, 
and OfTl- In order to avoid the problem of managing the order of the rotations in the final 
expressions, they are assumed small (cos (0) ~ 1, sin (0) ~ 0), and the relation to the vector 
representation of the deformations is kept unique. 

The derivation of the transformation matrix and the angular velocity of the T'-system 1s 
addressed in App. C, where the linearization is introduced in the final expressions. 

The resulting transformation matrix is 

and the angular velocity of the T'-system relative to the T-system in T-coordinates is 

Elastic tower - nacelle, [TT'N], yaw rotation. 

The axes involved in the transformation are shown in Fig. 6 

The resulting transformation matrix is 

cos (0fN) 
- sin (0fN) 

0 

sin (0fN) 0 

COS (OfN) 0 

0 1 

(2.4.4) 

(2.4.5) 

(2.4.6) 

and the angular velocity of the N-system relative to the T'-system in N-coordinates is 
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YT' 
0 

Origin at node No. Tl. I 

Figure 5: Elastic rotation at tower top, { fJf,}. 

Nacelle - shaft tilted, [TNR], tilt angle. 

The axes involved in the transformation are shown in Fig. 7 

The resulting transformation matrix is 

1 0 

0 cos (iJfR) 
Q - sin ( fJf R) 

0 

sin (~R) 
COS (iJfR) 
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I 

X 

... 
XT' (JT 

O lTt 

(2.4. 7) 

(2.4.8) 
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YN YT' 

I Origin at node No. Tl. I 

Figure 6: Yaw rotation, ~N-

YR 

YN 
Origin at node No. Tl. j 

Figure 7: Tilt rotation, OfR• 

The tilt angle OfR is constant and therefore the angular velocity of the R-system relative to 
the N-system is zero 

{w~} = {O} 

Shaft tilted - shaft substructure, [TRA], azimuthal rotation. 

The axes involved in the transformation are shown in Fig. 8 

The resulting transformation matrix is 

[TRA (t)] = 0 1 0 

(2.4.9) 

(2.4.10) 

and the angular velocity of the A-system relative to the R-system in A-coordinates is 
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I Origin at node No. Tl. j 
YR,YA 

Figure 8: Azimuthal rotation, O:A = 0. 

(2.4.11) 

Shaft substructure - elastic shaft, [TAs•]. 

This transformation is equivalent to the transformation between the tower substructure T
system and the coordinate system following the tower top (T'), in that the rotations represent 
elastic deformations, here at the shaft end, { 01m}. 
The resulting transformation matrix is 

(TAS' (t)] = [ 
1 (}:Am -Otm l 

-OfAm 1 OfAm (2.4.12) 

(}:Am -OfAm 1 

and the angular velocity of the S'-system relative to the A-system in A-coordinates is 

Elastic shaft - blade substructure, [Ts,B], teeter angle. 

The axes involved in the transformation are shown in Fig. 9 

The resulting transformation matrix is 

[Ts1 B (t)] = 

1 0 

0 cos (OfH) 
0 - sin (OfH) 

0 

sin (OfH) 
COS (ofH) 

(2.4.13) 

(2.4.14) 
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YB 

YS' 
Origin at node No. Am. j 

Figure 9: Teeter rotation, Ofln, 

and the angular velocity of the B-system relative to the S'-system in B-coordinates is 

(2.4.15) 

Transformation between finite element- and substructure-coordinate system. 

The derivation of the matrix which transforms between the local element coordinate system 
and the substructure coordinate system is described in Sec. 4.8. This matrix is especially actual 
when the element equations are assembled to the substructure equations of motion, and when 
deriving the node inertia loads. 

Contraction of matrix products. 

In the kinematic analysis in Sec. 3, products of transformation matrices appear, representing a 
chain of successive transformations. In order to simplify the expressions, these products have 
been contracted, so that the resulting transformation matrix only refers to the first and the 
last coordinate system in the chain of transformations. But when differentiation with respect 
to time is carried out, the origin of these contracted matrix products must be remembered in 
order to differentiate the time dependent matrices correctly. 

For example, the contraction of a matrix product representing transformation from the tower 
T- to the blade B-substructure coordinate system is expressed as 

(2.4.16) 

The inverse of this transformation matrix is denoted by 

(2.4.17) 

which expresses transformation from B- to T-coordinates. 
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3 Kinematic analysis. 

In this section the general kinematic analysis for the shaft- and the blade-substructures is carried 
out. The purpose is to derive expressions for velocity and acceleration for material points on the 
blade substructure and acceleration for material points on the shaft substructure. The blade 
velocity enters the equations for aerodynamic force which are derived in [Part 2, Sec. F.3), and 
the accelerations are used when the distributed inertia loads are derived and transformed to 
the nodes as described in Sec. 4.11. Due to the chain like structure, the equations concerning 
the shaft will be a part of the equations concerning the blade. Therefore, the derivation is 
most conveniently carried out for the blade initially, and from the result of this derivation, the 
equations for the shaft can be identified. 

3.1 Velocity of a point on the blade substructure. 

Below, the velocity of a point on the blade substructure relative to the inertial coordinate 
system (T-system) is derived. The derivation is with reference to the substructures and the 
coordinate systems described in Sec. 2. The velocity is found as the first time derivative of the 
position vector from the origin of the tower coordinate system to the point in question. With 
reference to the tower coordinate system the position vector is written 

(3.1.1) 

or in the shorter notation 

where 

{rtt} 

{utt} 

{r~m} 

{u~m} 

{r~} 

{u~} 

and 

{sT(t)} 

(3.1.2) 

is the substructure position vector to the tower top for the undeformed tower, 
i.e. the vector from node No. Tl to node No. Tl, (constant) 

is the substructure elastic deformation at the tower top, measured relative to 
the tower substructure coordinates 

is the substructure position vector to the shaft end for the undeformed shaft, 
i.e. the vector from node No. Al to node No. Am, (constant) 

is the substructure elastic deformation at the shaft end, measured relative to 
the shaft substructure coordinates 

is the substructure position vector to the blade point for the undeformed blade, 
i.e. the vector from node No. Bl to the blade point, (constant) 

is the substructure elastic deformation at the considered blade point, measured 
relative to the blade substructure coordinates 

= {rT} + { uT (t)} denotes the position vector in the deformed state. 

The differentiation is facilitated when common matrix factors are placed outside a paranthesis, 
after the basic transformation matrices have been introduced 
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(3.1.3) 

Differentiating the matrix factors with respect to time, using the chain rule and the expression 
for differentiation of a time dependent transformation matrix, outlined in App. C, gives 

and 

~ ([TT1T] [TNT'] [TnN] [TAn]) = 
[TT1T] [wf:T] [TNT'] [TRN] [T..tn] + [TT'T] [TNT,] [w:T,] [TRN] (TAR] 

+ [TT1T] [TNT'] [TRN] [TAR] [win] (3.1.4) 

(3.1.5) 

Eqs. 3.1.4 and 3.1.5 are used when differentiating in Eq. 3.1.3, and using the chain rule we 
get 

{r~} = 
{sf,} 

+([TT1T] [wf:TJ [TAT']+ [TNT] ['4T,] [TAN]+ [TAT] [win]) ({s1m} + [TBA] {sZ}) 
+ [TAT] [{ sim} + ([Ts,A] [w::A] [TBs 1 ] + [TBA] [w:s,]) { s:} + [TBA] { sZ}] 

(3.1.6) 

where products of transformation matrices have been contracted, for example 

(3.1.7) 

The rotation matrix products are rewritten to vector cross products according to the rules 
arrived at in App. C, and we get for the velocity 
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{ sft} 

+ [TT1T] [{wf:T} X [[TAT'] ( { sim} + [TBA] { s:})]] 

+ [TNT] [{w:T,} X [[TAN] ({sim} + [TBA] {s:})]] 

+ [TAT] [ {wiR} X ({ sim} + [TBA] { s:}]] 
+ [TAT] { s1m} 
+ [Ts1T] [{wfA} X [[TBs1 ] {s:}]] 

+ [TBT] [{w:s,} X {s:}] 
+ [TBT] { s:} 
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(3.1.8) 

The velocity is needed in blade element coordinates for the aerodynamic calculation. The best 
we can do at this stage is to transform to the blade substructure coordinates, thus keeping 
the manipulations at the symbolic level as far as possible. 

The transformation is carried out by premultiplication in Eq. 3.1.7 by [TTB], which gives 

[TTB] { uft} 

+([TTB]{wf,T}) x [[TAB]{s1m}+{s:}] 

+([TNB]{w~T•}) X [[TAB]{s1m}+{s:}] 

+([TAB]{wiR}) X [[TAB]{sim}+{s:}] 

+ [TAB] {u1m} 
+([TAB]{wi,A}) X {s:} 
+{w:8,}x{s:} 
+{u:} (3.1.9) 

where the coordinate reference for each of the rotation vectors { wi,T} and { wi, A} has been 
changed to the T- and A-coordinates, respectively. The two rotations represent elastic defor
mations, and these substructure coordinates are used in the finite element formulation. Further, 
the time derivatives of the position vectors have been replaced by the time derivatives of the 
deformations, which remain after differentiation. 

This equation is the basis for calculation of the blade point velocity. 
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3.2 Acceleration of a point on the blade substructure. 

The acceleration of a material point on the blade substructure is derived by taking the time 
derivative of the velocity from Eq. 3.1.6. Allthough the expressions get rather long, the deriva
tion is straightforward, and steps are involved similar to those just shown for the derivation of 
the velocity. There is not much information for the reader to gain from this derivation, so the 
details will be omitted here. 

The result in blade substructure coordinates is 

{ .. B} rBo = 
[TTB] { iift} + [TAB] { uim} + { ii~} 

+ ([TTB] {wf,T}) x [ ([TTB] {wf,T}) x [[TAB] { sim} + { sE}]] 

+[2[TTB]{wf,T}+[TNB]{wZT•}] x [([TNB]{wZT•}) x [[TAB]{sim}+{s~}]] 

+ [2 ([TTB] {wf,T} + [TNB] {wZT,}) + [TAB] {win}] x 

[([TAB]{wiR}) X [[TAB]{s1m}+{s~}]] 

+ [2 ([TTB] {wf,T} + [TNB] {wZT'} + [TAB] {wiR}) + [TAB] {w1,A}] X 

[ ([TAB] { w1,A}) X { sE}] 

+[2 ([TTB] {wf,T} + [TNB] {wZT,} + [TAB] {w1R} + [TAB] {w1,A}) + {w:s,}] x 
{wE5 ,} x { s:} 

+2 [[TTB] { wf,T} + [TNB] { wZT,} + [TAB] { wiR}] x [[TAB] { uim} + { u:}] 

+2[[TAB] {w:,A} + {w:s,}] x {u~} 
+ ([TTB] {wf,T} + [TNB] {wZT,} + [TAB] {wiR}) x [[TAB] {s1m} + {s~}] 
+ ([TAB] {wf,A} + {w:s,}) X [{ s:}] 

(3.2.1) 

where only the local deformations remain in the position vectors, which have been differentiated 
with respect to time. 

Allthough the expression is more complicated than the well known four term acceleration ex
pression for a single rotating coordinate system, the terms representing the same types of 
acceleration can be identified in the present expression. The first line is translational accelera
tion. The following five terms, depending on position, represent centrifugal acceleration. The 
two terms, depending on the first time derivative of the deformation, represent the Coriolis 
acceleration. The two last terms in the present equation, depending on the time derivative of 
the angular velocity ( {w} = { o} ), correspond to the fourth term in the simple acceleration 
expression, which represents nonuniform rotation. 
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3.3 Acceleration of a point on the shaft substructure. 

The expression for the acceleration of a point on the shaft substructure is derived from 
Eq. 3.2.1, simply by cancelling terms, which are related to degrees of freedom outside the 
shaft point, where "outside" refers to the structure considered as a chain of elements from 
tower root to blade point. It is easily seen to be equivalent to carrying out the acceleration 
analysis for a shaft point, by taking the second time derivative to the position vector to the 
shaft point. 

Cancelling terms in Eq. 3.2.1, and transforming to shaft coordinates at the same time, gives 

{··A} TAO = 
[TTA] {uft} + {u1} 

+ ([TTA] { wf,T}) x [ ([TTA] { wf,T}) x { s1}] 

+[2[TTA]{wf,T}+[TNA]{w~T,}] X [([rNA]{w~T,}) X {s1}] 

+[2 ([TTA] {wf,T} + [TNA] {w~T,}) + {wiR}] x [{wiR} x {si}] 

+2[[TTA] {wf,T} + [TNA] {w~T,} + {wiR}] X {u1} 
+ ([TTA] {wf,T} + [TNA] {w:T,} + {w1R}) x {s1} 

where now 

(3.3.1) 

(3.3.2) 

is the position vector to the point in question, i.e. the vector from node No. Al to the shaft 
point, in the deformed state. After differentiation of this vector with respect to time, only the 
local deformation remains. 

3.4 Evaluation of expressions for velocity and acceleration. 

Unfortunately, it is not possible to obtain the equations of motion directly from the relatively 
simple velocity and acceleration expressions above by manipulations with the expressions on 
the same level of detail. 

In order to get rid of the cross products, the expressions must be evaluated by carrying out 
the multiplications involved, after introduction of the actual matrices and vectors, as defined 
in Sec. 2. The results are expressions of considerable length. Each vector component is a sum 
of products with the factors being transformation terms, components of position vectors, and 
degrees of freedom and their time derivatives. The majority of the product terms are nonlinear 
in the degrees of freedom, in the sense that more than one degree of freedom enter such a 
product. 

The actual multiplication is carried out by use of the algebraic programming system Re
duce [H2], where also any directions for cancelling of product terms are introduced. The 
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results from Reduce are sorted according to common factors of degrees of freedom and order 
of time derivatives, by use of a Fortran 77 filtering program, specially written for the purpose, 
primarily in order to exclude the introduction of errors during the manipulations, but also 
to make it easy to repeat the evaluation with a different choice of DOFs represented in the 
model. This filtering results in vectors and matrix products which are used directly in the final 
simulation program. 

An example of the accelerations obtained in this way is presented in (Part 2, Sec. E). Nonlinear 
kinematic terms are to a great extent retained in the acceleration expressions and in the 
resulting equations of motion. The evaluated velocity expressions are not presented. 
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4 General analysis of beam element. 

In this section the details for the beam element used in the finite element model is outlined. The 
choice of an optimal element for a finite element model requires a thorough investigation of its 
own. It has been outside the scope of the present work to go into such detailed investigations. 
The simple prismatic beam element, equivalent to a Timoshenko beam, has been chosen, 
partly because it is known to provide a reasonable model of the bending modes which are 
dominant for the slender substructures of a wind turbine. Further, it has been chosen because 
it provides a simple model which facilitates the derivations of the element matrices. Especially 
the derivations of the inertia matrices are kept relatively simple. Still, it serves to illustrate the 
basic steps in this derivation, which has been found important. 

The limitations of the element are primarily related to the blades. The blade is usually twisted 
and tapered. Due to the twist, the axial blade force will try to un-twist or straighten the blade 
giving rise to coupling between axial deformation and torsion. The effect may be important 
for flexible blades with considerable twist. This coupling is not taken care of by the beam 
element applied in this work. A simple modification to the stiffness matrix can incorporate 
the dominating part of this coupling [01]. A tapered blade can be reasonably modelled by an 
appropriate choice of the number of elements. 

Often the blades are made of inhomogeneous and anisotropic materials, and the cross section is 
usually thin-walled and multi-cellular. By calculating integrals of parameter functions over the 
cross section, reasonable approximations can be estimated for the beam element parameters. 
The beam element disregards the influence of warping due to shear stresses. In [K2] a method 
is described to incorporate the warping for cross sections of the present type, but the method 
is not directly applicable for the present work. 

The chosen beam element is prismatic and has constant cross sectional parameters. A complete 
analysis of the element is carried through in this section. As regards the static equations the 
analysis follows basically Pedersen (P4, pp. 16-51). General support has been found through 
the texts of Pedersen (P3) and Bathe (Bl). 

4.1 Coordinate system and degrees of freedom. 

The element is described in a local element coordinate system with the x- and y-axis coin
cident with the principal bending axis of the cross section and the z-axis coincident with the 
elastic axis, which is also denoted the neutral bending axis. The coordinate system is shown 
in Figure 10. 

The element is eventually described to allow for coupling between bending and torsion which 
may take place, when the shear center lies outside the elastic axis, as shown in Figure 11. 
The xy-coordinates for the shear center are (x, y) = (eai, e.2 ). Further, the center of mass is 
allowed to be positioned outside the elastic axis, which may be the case for inhomogeneous 
material. 

The element length is denoted by£. 

The following distributed forces may act on the beam element. They may arise from surface 
forces or body forces and are resolved after the coordinate axes 
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mx, my ,mz 

y 

Node 1 

Figure 10: Element coordinate system. 

y 

Shear center. 
Elastic axis. 

X 

Figure 11: Cross section of beam element. 

Components after coordinate axis of distributed force, 
(force per unit length) 
Components after coordinate axis of distributed moment, 
(moment per unit length) 
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The forces and moments at a cross section of the beam element are shown in Figure 10. Their 
components are measured in the element coordinate system. 

Cross section shear forces. 
Cross section normal force. 
Cross section bending moments. 
Cross section torsional moment. 
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The local deformations of the element are described by the following variables, which refer to 
the elastic center coordinate system, and still the torsion/bending coupling is not included 

ux displacement in x-direction of elastic axis, resulting from bending moment 
about y-axis and shear force in x-direction 

uy displacement in y-direction of elastic axis, resulting from bending moment 
about x-axis and shear force in y-direction 

Uz displacement in z-direction of elastic axis, resulting from normal force 
Bx rotation of plane cross section about x-axis, resulting from bending moment 
0y rotation of plane cross section about y-axis, resulting from bending moment 
Oz rotation about z-axis, resulting from torsional moment 

The present theory assumes that the material is linear elastic, and that initially plane cross 
sections remain plane during the deformation. The warping of the cross section is neglected. 
The rotation of the elastic axis following from shear force deformation is included, which means 
that the total rotations of the elastic axis are 

( 4.1.1) 

and 

(4.1.2) 

where "Px and "Py are the shear rotations. 

4.2 Constitutive relations. 

With the previously mentioned assumptions the constitutive relations for the beam element 
can be written 

Mx - Elxo: 
My Ely0~ 
Mzs Glzs0: 
Fx - kxGA?py 
Fy -kyGA"Px 
Fz EAu: 

where the symbols denote 

E 

G 

modulus of elasticity 

modulus of elasticity in shear 

form factor for shear related to forces in x- and y-direction respectively 
( calculation of these factors is addressed in [C2]) 

( 4.2.1) 



4.3 Static equilibrium equations. 

A cross sectional area 

principal moments of inertia of an area with respect to x- and y
principal bending axis 

Further the following new inter-related symbols are introduced 

Mzs moment about an axis, zs, through the shear center and parallel to the 
z-ax1s 

lzs torsion constant, (for a circular beam equal to the polar moment of 
inertia, but in general a more complex function of the geometry of the 
cross section) 

The rotation about the zs-axis is equal to the rotation about the z-axis, Ozs = Oz. 
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By means of Eqs. 4.1.1 and 4.1.2 the shear rotations "Px and '/Py can be eliminated. This 
reduces the number of deformation parameters to 6. 

Mx - Eixo: 
My Ely()~ 
Mzs - Gizso: 
Fx - k,GA tu: -O,] (4.2.2) 

Fy kyGA u~ + Ox 
Fz - EAu: 

4.3 Static equilibrium equations. 

Next the static equilibrium equations are derived in the element coordinate system. Combina
tion of these equations with the constitutive Eqs. 4.2.2 results in a set of differential equations 
for the deformations. 

Moment about x-axis. 

Considering an infinitesimal beam element we find 

oMx 1 2 oFy 2 --dz - - J dz - -dz - F. dz + mxdz = 0 oz 2 Y oz Y 
(4.3.1) 

In the limit this equation reduces to 

(4.3.2) 
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Moment about y-axis. 

This is equivalent to Eq. 4.3.2 and omitting the detailled equilibrium eqations in the following 
we get 

(4.3.3) 

Moment about zs-axis. 

(4.3.4) 

Introduction of forces and moments measured in the elastic axis principal coordinate system 
yields 

(4.3.5) 

Force in x-di rection, 

8F:i: _ -f oz - :,; (4.3.6) 

Force in y--direction. 

(4.3.7) 

Force in z-direction. 

8Fz _ -f 
8z - z 

(4.3.8) 

By introduction of the constitutive relations from Eq. 4.2.2, and taking the appropriate deriva
tives, the forces and moments in Eqs. 4.3.1 - 4.3.8 can be eliminated. This results in the 
following differential equations 

El:i:IJ: - k11GA ( u~ + IJ:i:) - -m:i: (4.3.9) 

EJ111J': - k:i:GA(u~ -611 ) - -my (4.3.10) 

GlufJ': - -mz - /:i:e112 + f 11 ea1 (4.3.11) 

k:i:GA (u:- ~) - -J:,; (4.3.12) 

k11 GA (u; + ~) - -!11 (4.3.13) 

EAu" z - -fz (4.3.14) 

These equations are 2nd order ordinary differential equations with constant coefficients. In the 
present case the boundary conditions are all taken to be purely geometric, which means that 
the deformations at both ends of the element are assumed to be known 



4.4 Solution of homogeneous equilibrium equations. 

{u};=O -

{u};=l -

{O}!'=o 

{O}!'=t 

[uxl, Uy1, Uzi] 

[ux2, Uy2, uz2] 

[Oxl, Oyl, Oz1] 

[Ox2, Oy2, Oz2] 

The complete solution is now found as 

{ 
{u(z)}} 
{O(z)} = [N(z)]{q} + {d(z)} 

where 

and 

[N (z)] is the interpolation matrix whose elements are the coefficients to the 
node deformations in the relation between local deformations { u ( z)} 
and node deformations {q}. 
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( 4.3.15) 

(4.3.16) 

( 4.3.17) 

The matrix is found from the solution of the homogeneous Eqs. 4.3.9 - 4.3.14. 
{ d ( z)} is the solution to the inhomogenous set of differential equations with 

the homogeneous boundary conditions { q} = {O}. 

4.4 Solution of homogeneous equilibrium equations. 

In this section the solution to the homogeneous Eqs. 4.3.9-4.3.14 is determined. 

First Eq. 4.3.9 is differentiated once and Eq. 4.3.13 is subtracted, giving 

O"' = 0 X 

Integration gives 

Introduction of the boundary conditions in this equation gives 

Oxl C1 

Ox2 - a1f
2 + b1f + C1 

Eq. 4.3.9 is rearranged and the solution for Ox is introduced 

and after integration 

(4.4.1) 

( 4.4.2) 

( 4.4.3) 

(4.4.4) 

( 4.4.5) 



4.4 Solution of homogeneous equilibrium equations. 

At the boundary we have 

Combining Eqs. 4.4.4 and 4.4.8 the values of a1 and bi can be found from 

The solution is 

where 

and 

EI:c 
'T/:c = k GA£2 

'II 

1 
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(4.4.6) 

(4.4.7) 

( 4.4.8) 

(4.4.9) 

(4.4.10) 

(4.4.11) 

(4.4.12) 

Substitution of the values for the constants a1 and b1 in Eqs. 4.4.2 and 4.4.6, and using e = } 
gives 

6:c - u111 [6; (1 - e)] e{}:c + 
u112 [-6! (1- e)]e{}:c + 
6:c1 [3 (1 - e) + 2 (6'f/:c - 1)) (1 - e) {}:c + 
6:c2 [3e + 2 (6'T/:c - 1)] e{}:c 

uy - uy1 [3 (1 - e) - 2 (1 - e)2 + 12'f/:c]{l - e) {}:c + 
uy2 [3c: - 2c:2 + 12'f/:c] c{}:c + 
6:c1 ((1 - c:)2- (1 - 6'f/:c) (1 - c) - 6'f/:c] (1 - c:)lg:c + 
O:c2 [- ( c:2 

- (1 - 6'TJ:c) e - 6'f/:c)] elf!:c 

The same procedure is repeated for Eqs. 4.3.10 and 4.3.12. 

( 4.4.13) 

(4.4.14) 



4.4 Solution of homogeneous equilibrium equations. 

fl" - 0 11 

Oy - a2z2 + b2z + c2 

0111 - C2 

Oy2 - a2£2 + ~£ + C2 

u' 
X 

Ely ff' 0 
- kxGA Y + 11 

- Ely ( 2 ) - kxG A 2a2 + a2z + ~z + ~ 

1 3 1 2 ( El11 ) U:z: - -a2z + -~z - --2a2 - ~ z + d2 
3 2 kxGA 

U:z:1 - d2 

1 3 1 2 ( Ely ) U:z:2 - -a2l + -~l - --2a2 - c2 l + d2 
3 2 kxGA 

'T/11 
El11 - kxGA£2 

1 
{ly -

1 + 12,,,y 

011 - uxi[-6t (1 - e:)] c{ly + 
Ux2 [6½ (1 - e)] e{ly + 
011i[3 (1 - t:) + 2 (677y -1)](1 - t:) Ur+ 

Oy2 [3e: + 2 (677r - 1)] t:Ur 

Ux - Ux1 [3 (1 - t:) - 2 (1 - t:)2 + 1211r] (1 - t:) {!11 + 

Ux2 [ 3e - 2e2 + l2rJy] e{ly + 

Oy1 [- ((1- e:)2 - (1- 6rJ11 ) (1- e:) - 67711)] (1 - e:)lur + 

Oy2 [e:2 - (1 - 6'T/y) e - 6'T/y] duy 

Eq. 4.3.11 is integrated to give Oz 
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(4.4.15) 

(4.4.16) 

(4.4.17) 

(4.4.18) 

(4.4.19) 

(4.4.20) 

(4.4.21) 

(4.4.22) 

(4.4.23) 

(4.4.24) 

(4.4.25) 

(4.4.26) 

(4.4.27) 

(4.4.28) 

(4.4.29) 



4.4 Solution of homogeneous equilibrium equations. 

while the boundary conditions determine the constants 

a3 - 1 ( ()z2 - ()z1) 

~ - {)zl 

oz ozl ( 1 - I) + Oz2l 

- Ozl (1 - c) + Oz2c 
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(4.4.30) 

( 4.4.31) 

(4.4.32) 

Eq. 4.3.14 is integrated to give Uz. The form of the solution is equivalent to Eq. 4.4.32 

(4.4.33) 

In order to simplify the appearance of the interpolation matrix [N (z)], the following definitions 
are introduced 

!1 - c - !. - i 

h (1 - c) 
fa f1 (3Ji - 2j'f + 1277a) !la 
J: - f2 (3f2 - 2n + 1277a) !la 
f; - f (ff - (1 - 677a) f1 - 677a) f1!la (4.4.34) 
f6 f (ff - (1 - 677a) f2 - 677a) h!la 
J; - f f1f2!la 
J: - Ji (3Ji - 2 (1 - 677a)) !la 
fg h (3h - 2 (1 - 677a)) !la 

where a= x or a= y. 

The shape of the functions in Eq. 4.4.34 are shown in Figure 12. 

With these definitions the expressions for the deformations are written 

Ux Ux1f% + Uxdf + Oyl (-fl) + Oy2f: 
Uy - uydt + Uy2fi + Oxdt + Ox2 (-Js) 
Uz Uz1f2 + Uz2f1 (4.4.35) 
Ox - uyd1 + Uy2 (-fn + Oxtf9 + Oxds 
Oy - Uxi(-R) + Ux2R + Oy1fl + Oy2fl 
oz Oz1h + Oz2fi 

and from these equations the interpolation-matrix is directly derived 

!% 0 0 0 -fl 0 I: 0 0 0 rs 0 
0 ft 0 ft 0 0 0 ff 0 fx 

- 5 0 0 

[N(z)] = 0 0 h 0 0 0 0 0 Ji 0 0 0 
(4.4.36) 

0 f1 0 J: 0 0 0 -f; 0 J: 0 0 
-R 0 0 0 fl 0 ff 0 0 0 fl 0 

0 0 0 0 0 h 0 0 0 0 0 !1 



4.5 Derivation of the beam element stiffness matrix. 

1 .0 

C 
o 0.5 ..... 
u 
C 
:::, 

'+-

..... 
0 
0 
0.. 
~ -0.5 

00000 f,, 
+++++ f3, 
66 666 f5 , 

DODOO f7 

..... 
C 

* * * * * fs, (f9 ) 
-1. 0-h-~~~~~~~~~~~~~~~.......4-

0. 0 0.2 0.4 0.6 0.8 1.0 

z/1 (z-coord. divided by element length) 

50 

The functions in brackets 
ore not shown. They ore the 
reflections of the shown func
tions in a plane through 
z/1 = 1 /2 

Figure 12: Interpolation functions. 

Now the local deformations resulting from node deformations can be found as the first term 
on the right hand side of Eq. 4.3.16. The local deformations resulting from distributed forces 
and moments, as represented by the vector {d(z)} in Eq. 4.3.16, may be derived from the 
inhomogeneous set of differential equations 4.3.9 - 4.3.14 with homogeneous boundary condi
tions, {q} = {0}. However, this solution is only of interest when the exact expression for the 
total deformations is needed, e.g. in a stress calculation. In the present context we are primarily 
concerned with the node deformations. They can be derived by a transformation of distributed 
forces and moments to the nodes, consistent with the principle of virtual displacements, and 
by solving the equilibrium equations, when the stiffness matrix is known. 

The derived interpolation matrix [N (z)], is the basis for the derivation of the stiffness matrix 
and the consistent node forces and moments. These derivations are outlined in the following 
subsections. 

4.5 Derivation of the beam element stiffness matrix. 

The principle of virtual displacements is used to derive the element stiffness matrix. 

The work done by the generalized forces acting at the nodes during a virtual generalized 
displacement of the nodes in accordance with the geometric boundary conditions can be 
written 

(4.5.1) 

The elastic energy in the element is given by the expression 
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(4.5.2) 

The variation in elastic energy following from a virtual displacement of the nodes is derived 
from Eq. 4.5.2 and yields 

J.' [ { u: -O, r [ k,G A 
0 0 ]{ 6u~-68,} 

hE - Uy+(}:,; 0 kyGA 0 hu~ + h8:i: + 
0 ' 0 0 EA hu~ uz 

T 

0 Jr~ JJ { ~} [ Et 
0 

Ely 0 6~ dz (4.5.3) 
0 Glu h~ 

Separation of the deformations and their derivatives gives 

(4.5.4) 
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The integral is simplified by introduction of the following symbols for vectors and matrices 

Ux 
Uy 

{u} {u(z)} = Uz -
Ox 
811 

(Jz 

[ 0 0 0] [03] - 0 0 0 
0 0 0 

[ k,GA O O ] 
[Sn] - 0 k11 GA 0 

0 0 EA 

[ El, 0 0 ] 
[S22) - 0 El11 0 

0 Giza 

[ 0 ~GA O l [S21] - -kxGA O 0 
0 0 0 

[~r 0 i] [S33] - kxGA 
0 

[S1] - [ [Sn] 
[03) 

[Oa] l 
[S22] 

[S2] - [ [03) [03) l 
[S21] [03] 

[S3] - [ [03] [S21f l 
[03] [03] = [S2f 

[S4) - [ [03] (03] l 
[03] (S33) 

With these definitions the integral in Eq. 4.5.4 reduces to 

6E - fol [{u'}T [S1] {6u'} + {u}T [S2] {6u'} + 

{u'}T [S2f {6u} + {u}T [S4] {6u}] dz 

(4.5.5) 

(4.5.6) 

{4.5.7) 

(4.5.8) 

(4.5.9) 

(4.5.10) 

(4.5.11) 

(4.5.12) 

(4.5.13) 

(4.5.14) 

(4.5.15) 

Further the interpolation expression from Eq. 4.3.16 (without deformations resulting from 
distributed forces, { d ( z)}) is substituted for the local deformation vector 



4.5 Derivation of the beam element stiffness matrix. 

{u(z)} 
{ u' (z)} 
{u(z)}T 
{ u' (z)}T 
{bu (z)} 
{ bu' (z)} 

- [N(z)]{q} 
- [N' (z)]{q} 

{q}T [N (z)f 
{q}T [N' (z)f 

- [N (z)]{ bq} 
[N' (z)]{ bq} 

resulting in the energy variation 

bE - {bq}T (fol [[N't [S1]T [N'] + [N't [S2]T [N] + 

[Nf [S2] [N'] + [Nf [S4] [N]] dz) {q} 
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(4.5.16) 

( 4.5.17) 

Equating the external virtual work from Eq. 4.5.1 with the internal virtual work stored as 
energy from Eq. 4.5.17, according to the principle of virtual displacements, we get the force
displacement relationship 

{F} = [K]{q} (4.5.18) 

where the arbitrary chosen virtual displacement { bq} has been cancelled by division on both 
sides of the equation. 

From these expressions we get the stiffness matrix for the beam element, which still does not 
include coupling between bending and torsion 

[K] fol [[NJT [S1t [N'] + [N't [S2f [N] + 
[Nt [S2] [N'] + [Nf [S4] [N]] dz 

After integration the following symmetric 12 x 12 stiffness matrix is achieved 

[K] = 
UzJ U 1 Uzl 8.,1 8 1 8z1 u.,2 U 2 Uz2 8.,2 

12Eli. 0 0 0 6§ 0 
EI 

0 0 0 13 1/y 

12~ex -6~ex 
1• 4/y -12ve11 

-12~ez 
EI 0 0 0 0 0 -6vez 

u 0 0 0 0 0 _u 0 I I 

4~0tx 0 0 0 6§k. 0 2~fJx 

4~ EI 
1• ez 

I Oty 0 -67ey 0 0 0 

sym- illu 0 0 0 0 

metric EI 12ve11 0 0 0 

12~e., 0 6~e,. 
u 0 

I 
4~o,. 

(4.5.19) 

8 2 

6Eii. 1• 4/y 
0 

0 

0 

2§{J 
I II 

0 
EI 

-671111 
0 

0 

0 

4~ I Oty 

(4.5.20) 

8,2 

0 

0 

0 
0 

0 

_Qk 

0 

0 

0 

0 

0 
filu 

I 
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In the matrix above the following new symbols have been introduced 

O'.a - (1 + 377a) f!a 

/3a (1 - 677a) f!a 

where a = x or a = y. 

An element in the matrix, kii, expresses force/ moment in degree of freedom No. i from a 
displacement/rotation in degree of freedom No. j. 

4.6 Coordinate system and coupling between bending and tor-. 
SlOn. 

The displacements and rotations have so far been measured separately with reference to the 
axis with respect to which the single deformation takes place, as stated at the beginning of 
this section 

ux displacement in x-direction of elastic axis, resulting from bending moment 
about y-axis and shear force in x-direction 

uy displacement in y-direction of elastic axis, resulting from bending moment 
about x-axis and shear force in y-direction 

Uz displacement in z-direction of elastic axis, resulting from normal force 
Ox rotation of plane cross section about x-axis, resulting from bending moment 
0y rotation of plane cross section about y-axis, resulting from bending moment 
Oz rotation about z-axis, resulting from torsional moment 

However, in the finite element formulation it is most convenient to measure the deformations in 
a common coordinate system. This coordinate system is here chosen to be the earlier described 
elastic axis, principal bending axis coordinate system. 

When the neutral torsion axis (shear center) is lying outside the elastic axis, as shown in Fig. 13, 
where (x, y) = (e8 1, e82 ) are the coordinates of the shear center, torsion will contribute to the 
displacements ux and Uy of the elastic axis measured in the chosen coordinate system. 

During the derivation of the transformation of the separated deformations to the deformations 
measured in the common coordinate system, the former are represented unmarked, and the 
latter are marked with stars. 

From Fig. 13 the following relationship can be derived 

Ux u; - 0;e8 2 

Uy - u; + 0;e8 1 

Uz - u* 
(4.6.1) z 

Ox 0* 
X 

Oy ()* y 

Oz 0* z 
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y 

Shear center. 

Elastic axis. 

X 

Cross section. 

Figure 13: Position of shear center. 

which in a matrix equation is expressed as 

1 0 0 0 0 -ea2 
0 1 0 0 0 e.s1 

{u} 0 0 1 0 0 0 {u*} - 0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 

- [TsB1]{u*} (4.6.2) <' 

The transformation of the node-deformation vector {q} with the double dimension (12 x 1) 
is analogously written 

(4.6.3) 

where 

[T ] _ [ [TsB1] [03) l 
SB - [03) [TsB1] (4.6.4) 

Equivalently, the relationship between force/moment vectors is derived 

F:x - F* :r: 

F11 - F* 11 
Fz - F* 

(4.6.5) z 
Mx - M* 

X 

M11 - M* 
1J 

Mz - M; - F;ea1 + F;ea2 
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or expressed as a matrix equation 

(4.6.6) 

where upper index -T denotes inversion and transposition. 

The connection between node displacements, { q*}, and local displacements, { u*}, referred to 
the elastic axis coordinate system, can now be derived, when coupling between bending and 
torsion takes place. 

By substitution of the derived transformations from Eqs. 4.6.2 and 4.6.3 in the original inter
polation relationship 

{u(z)} = [N(z)]{q} (4.6.7) 

we get 

[TsB1]{u(z)*} = [N(z)][TsB]{q*} (4.6.8) 

and multiplication on both sides of the equation with [T881 J-1 gives 

{u(z)*} [TsB1J-1[N(z)][TsB]{q*} 
- [NsB(z)]{ q*} (4.6.9) 

from which the transformed interpolation matrix is identified as 

(4.6.10) 

Carrying out the matrix multiplication we find 

[NsB(z)] = 
1: 0 0 0 JiY - 6 (h - /%)ea2 fl 0 0 0 fl (/1 - /:)e&2 
0 ft 0 ft 0 -(/2 - J:)ea1 0 ff 0 t:& - 5 0 -(/1 - /f)ea1 
0 0 /2 0 0 0 0 0 /1 0 0 0 
0 J; 0 ft 0 /fea1 0 -J; 0 1: 0 -ffea1 

-ff 0 0 0 I: ff e&2 ff 0 0 0 fl -fle&2 
0 0 0 0 0 h 0 0 0 0 0 /1 

(4.6.11) 

In the following the star index will be omitted, and unless otherwise stated, the deformations 
are referred to the elastic axis coordinate system. 
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4. 7 Transformation of stiffness matrix to include coupling be
tween bending and torsion. 

The coupling between bending and torsion, described in section 4.6, requires a transformation 
of the stiffness matrix, when the elastic axis coordinate system is used as reference for the 
deformation. 

Again, in what just follows, the separated deformations are unstarred and the deformations 
referred to the common elastic axis system are starred. 

Recalling the force-displacement relationship from Eq. 4.5.18 

{F} = [KJ{q} 

and introduction of the transformed vectors, after doupling the dimension of the vector in 
Eq. 4.6.6 to 12 x 1 

(4.7.1) 

and 

{ q} = [TsB]{ q*} (4.7.2) 

we get 

(4.7.3) 

which identifies the transformed stiffness matrix as 

(4.7.4) 

The transformed matrix is still symmetric. This can be seen from a transposition of the matrix 
product, which results in the same matrix, characterizing a symmetric matrix. 

Unless otherwise stated the transformed stiffness matrix will be referred to unstarred in the 
following. 

Partitioning of the transformed stiffness matrix is introduced in order to simplify its represen
tation 

(4.7.5) 

where the 6 x 6 submatrices are achieved after multiplication in Eq. 4.7.4 
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[Kn]= 

12~Uy 0 0 0 6~ l2 Uy 
-12El11e,2 

la Uy 

12.fil.u l3 x 0 -6~ux 0 12 Elbe" {!x 

AE 0 0 0 

sym- 4~a l X 0 -6 Elbe,, Ux 

metric 45. ,. O'.y -6El11e,2 
l2 Uy 

( ~ + 12 E(l,.e!1e~+l11 ~2e11)) 

(4.7.6) 

[K12] = 
12EI,, 

- l3 Uy 0 0 0 65. l2 Uy 
l2El11e.2 

l3 Uy 

0 -12.fil.u l3 X 0 -6~ux 0 -12 Efl{11 Ux 

0 0 AE 0 0 0 -T 

0 6~ux 0 2.fil.p l X 
0 6El({'I Ux 

-6~ l2 Uy 0 0 0 25.13: l y 6
El11 e,2 

l2 Uy 
l2El11 e,2 

l3 Uy -12~u l3 X 0 -6Elj2e,1 Ux -6EI11e,2 
l2 Uy 

(-~ _ 12 E(lze~1 e~+I11e~2e11)) 

(4.7.7) 

[K22] = 
12Ely 

l3 Uy 0 0 0 -6~Uy -l2El,ve,2 
l3 Uy 

12.fil.g 
l3 "' 0 6EJ-ux 0 12E1;,r•1 Ux 

AE 0 0 0 T 
sym- 4.fil.a l X 0 6Elfle,1 Ux 

metric 4~ l O'.y 
6El11e.2 

l2 Uy 

( ~ + 12 E(Ize~1 e~+I11~2e11)) 

(4.7.8) 

4.8 Transformation between element- and substructure coor
dinates. 

The transformation of vectors between the element coordinate system and the substructure 
coordinate system is described in the following. 
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When a finite beam element do not possess rotational symmetry as regards stiffness, the 
orientation of the principal bending axes must be taken into account. In the model this is 
taken care of by introduction of a direction node for each beam element. The node defines the 
orientation of the principal bending x-axis and thus the orientation of the coordinate system 
as a whole, in that the z-axis is directed from local node 1 to local node 2. 

As the actual handling of these vectors in the model is primarily a matter of program imple
mentation, the details about this are not described. So, below it is presumed that the local 
element coordinate system has been established. The unit vectors of the element coordinate 
sytem for element No. i are denoted 

(4.8.1) 

where the components are referenced to the substructure coordinate system (S). They are the 
direction cosines of the vectors relative to the substructure axes. 

The transformation matrix defining the transformation from element coordinates to substruc
ture coordinates is thus expressed by 

(4.8.2) 

the columns being the components of the unit vectors. 

4.9 Geometric stiffness. 

When the equilibrium equations are set up in the undeformed state, even if the loads are 
calculated in the deformed state, the stiffening or softening of an element in the transverse 
direction, due to axial forces, is not taken into account in the equations, unless special steps 
have been taken to include this effect. 

The stiffness associated with the axial force arranged as a matrix, is usually denoted the 
geometric stiffness matrix or the initial stress matrix ([P6, pp. 383-391), [Cl, pp. 167-173], 
[Yl]). When the axial force is due mainly to tensile centrifugal forces, as on a wind turbine 
blade, the stiffening effect is often denoted the centrifugal stiffening. Even though we are 
dealing with wind turbines, the term geometric stiffness will be preferred in this context, partly 
because it is more general, but further because it gives associations to a non-negligible change 
in geometry as the source for the added stiffness terms. 

One way to deal with important changes in geometry is to formulate the equilibrium equa
tions for the deformed state and solve them by use of an incremental procedure, where the 
load is incremented. It is often necessary to iterate during each load increment in order to 
achieve acceptable equilibrium ([Bl, pp. 489-491], [P3, pp. 51-54], [Fl, pp. 9-131). Strictly 
speaking, the conclusion that the change in geometry is important, is equivalent to conclude 
that the problem can no longer be considered linear, and nonlinear solution procedures are 
necessary, or alternatively, an improved linearization must be used. The incremental procedure 
in combination with iteration is one of the most general solution procedures for non-linear 
problems. 
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When the change in geometry is still moderate, a satisfactory linearization by use of a geometric 
stiffness can be carried through. The influence of the geometric stiffness is quite parallel to 
the elastic stiffness, and is directly added to the elastic stiffness matrix. Yet, when an element 
in the substructure formulation is exposed to rigid body rotations, it has an influence on 
the geometric stiffness, which must be explicitly accounted for in the coupled equations. As 
the deformations within the substructure coordinate systems are considered moderate, the 
linearization by use of the geometric stiffness will be applied in the present model. 

It should be mentioned here that if the axial force is compressive, the formulation with geo
metrical stiffness is still adequate, and the equations including geometric stiffness are suitable 
for solution of column stability problems, e.g. for a slender tower. However, stability problems 
are not investigated in the present work, and the geometric stiffness is only introduced for the 
blade substructure. 

The derivation of the geometric stiffness matrix is now carried out. 

Consider an infinitesimal segment, dz, of a beam finite element with No. i, influenced by an 
axial force { Ffi} as shown in Fig. 14. 

ds 
X 

I dux 
I 

-----------------7·--------

y z 

dz 

Figure 14: Derivation of geometric stiffness. 

The element has been deformed in the tranverse direction resulting in a slope ~- For an 
element which can be assumed not to extend during the transverse deformation, the projection 
of the element upon the z-axis will be shortened by an amount of ds. The local work done by 
the axial force during the transverse deformation is expressed as 

where 

Fai (z) = I{ Ffi (z) }I is the numerical value of the projection of the axial 
force. 

From a geometric consideration the shortening can be written 

(4.9.1) 
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ds - dz (1- l-(d~x)
2 

~ ! (du,)' dz = ! ( u' )2 dz 
2 dz 2 x 

where the approximation is in accordance with the small deflection assumption. 

For beam element No. i of length fi we get the expression for the total work 
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(4.9.2) 

(4.9.3) 

Here the influence of the transverse displacement in the y-direction has been included analo
gously to what was done in the x-direction. 

The axial force is generally varying with time, among other things caused by the changing 
influence of gravity. Usually, the contribution from the centrifugal force will be one order of 
magnitude greater than the contribution from the gravity force. For a typical blade of length 
10 m the resulting centrifugal force will be about 20 times the maximum resulting gravity force 
at the span-wise midpoint of the blade. 

Therefore, reasonable results can still be obtained by disregarding the gravity force. Further, 
when only operation with approximately constant rotor speed is considered, the time varying 
part of the inertia force can be disregarded, thus only including the dominating centrifugal 
force. This is done in the following. 

The axial force for a finite beam element on the blade can be found approximately as the sum 
of the inertia forces, which have been consistently transformed to the nodes for all nodes in 
direction of the blade tip, relative to the element under consideration. As the two node beam 
finite element is used in the model, this results in a constant axial force along the element. If 
the beam elements on a blade are numbered from 1 to (N -1), element index i = 1, .. , (N-1), 
and the nodes from 1 to N, node index n = (i + 1), ... ,N, we get for element No. i 

N 

[TEiBf L {Ft} 
n=i+l 

( 4.9.4) 

where 

l•lzE; indicates that only the ZEi-component of the force must be taken into 
account. 

The axial force found in this way is only approximate, because it actually varies parabolically 
along the element. An accurate expression could be found by integrating the inertia force along 
the element under consideration and summing in Eq. 4.9.4 only the node contributions from 
the remaining elements in direction of the blade tip. The difference is thus only concerning 
the contribution from the actual element to node No. i + 1. This complication is avoided 
here, keeping in mind that an appropriate resolution in finite elements can provide the wanted 
accuracy. 

With the purpose of using the principle of virtual displacements, we first express the virtual 
work done by the axial force according to Eq. 4.9.3, when a virtual displacement { hqEi} is 
imposed at the nodes. Variation of Eq. 4.9.3 gives 
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Noting that 

where 

[iNss2 (z)] is the submatrix composed of the two first rows of [iNss (z)], 
given in Eq. 4.6.11 

the integral in Eq. 4.9.5 can be written 

The virtual work done by the node forces { F~i} is expressed as 
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(4.9.5) 

(4.9.6) 

(4.9.7) 

(4.9.8) 

Making use of the fact that the sum of the virtual work done by the external forces must be 
zero, we get the relation between node force and node deformation, by adding Eqs. 4.9.7 and 
4.9.8 

(4.9.9) 

where the arbitrary virtual displacement has been cancelled and 

(4.9.10) 

is the geometric stiffness matrix for element No. i, which was sought. The matrix is symmetric 
and has dimension 12 x 12. 

Transformation of Eq. 4.9.9 to blade substructure coordinates gives 

{ Ft} - [TErn] { F:i} 
- [TEiB] [K:i] [TEiBf { q13i} 

[K:i] {qBi} 

and this equation is ready for combination into the system equations of motion. 

The geometric stiffness matrix for an element is in symbolic form given by 

(4.9.11) 
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u.,,1 Uvl Uzl 0.,,1 0vl 0z 1 u.,,2 Uv2 Uz2 0.,,2 0112 0z2 
K1,1 0 0 0 K1,s K1,s -K1,1 0 0 0 K1,s -K1,s 
... K2,2 0 K2,4 0 K2,s 0 -K2,2 0 K2,4 0 -K2,s 
... . .. 0 0 0 0 0 0 0 0 0 0 
... . . . . .. K4,4 0 K4,6 0 -K2,4 0 K4,10 0 -K4,s 
... .. . . .. . .. Ks,s Ks,s -K1,s 0 0 0 Ks,11 -Ks,s 
. .. ... sym- .. . . .. Ks s -K1s -K2s 0 K4s Kss -Kss 
. . . .. . ... metric . . . . .. K1,1 0 0 0 -K1,s K1,s 
. . . ... . . . . . . . . . ... . .. K2,2 0 -K2,4 0 K2,s 
. .. . . . ... .. . .. . . .. . .. . .. 0 0 0 0 
. .. ... . . . .. . .. . ... . .. ... . .. K4,4 0 -K4,s 
. . . .. . ... . . . . . . . .. . . . ... . .. . .. Ks,s -Ks,s 
... . .. .. . .. . .. . ... . .. . .. . .. . .. . .. Ks,s 

(4.9.12) 

where only numerically different elements are listed according to the following recipe: 

Ki,i denotes the non-zero value of the element in row No. i and column 
No. j, where that particular value first appeared, when the matrix is 
traversed in a row-wise direction, starting with element K 1,1 . 

Next the values of the Ki,;-elements are listed following the guidelines outlined above, resulting 
in 13 numerically different elements: 

K1,1 - e;(12011; + 12011y + 6)/(5l) 
K1,s e;/10 
K1,6 - (e;es2 (12011; + 12011y + 6) /5 - es2) /l 
K2,2 - e; (72011; + 12011x + 6) / (5l) 
K2,4 -e;/10 
K2,6 - (e;es1 (72011; + 12011x + 6) /5 - ea1) /l 
K4,4 lg; (18011; + 3011x + 2) /15 

(4.9.13) K4,6 - (e;esi) /10 
K4,10 - -f e; (36011; + 6011x + 1) /30 
Ks,s le; ( 18011; + 3011y + 2) /15 
Ks,6 - (e;es2) /10 
Ks,11 - -le; ( 36011; + 6011y + 1) /30 
K6,6 - (e;e~l (72011; + 12011x + 6) /5 

+e;e;2 (12011; + 12011y + 6) /5 - e~1 - e~2) /l 

When the geometric stiffness is introduced in the substructure equilibrium equations, special 
attention must be payed to the rigid body rotations, which are eliminated in the equations, 
because these rotations influence the geometric stiffness as it appears in the coupled equations. 
This subject will be addressed in Sec. 5. 
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4.10 Consistent transformation of distributed forces and mo
ments to the nodes. 

In the finite element formulation the forces and moments, acting outside the nodes, must be 
transformed to the nodes. In the present context this is done by using the principle of virtual 
displacements. Formulated in words, the principle states that the work done by the distributed 
forces and moments must be equal to the work done by the forces and moments transformed 
to the nodes, when a small virtual node displacement is imposed on the element. The virtual 
displacements for distributed and node forces must be compatible and satisfy the geometric 
boundary conditions. Here the compatibility is ensured by the earlier derived interpolation 
functions represented by the interpolation matrix [N(z)]. 

The total virtual work done by the distributed forces and moments is expressed in the equation 

(4.10.1) 

where 

(4.10.2) 

is the work done by distributed body forces, force per unit volume 

{fp(x, y, z)}T = [Jpx(x, y, z), fpy(x, y, z), fpz(x, y, z)] ( 4.10.3) 

acting upon an infinitesimal volume of the element, dxdydz, during the small virtual local 
displacement of the volume 

(4.10.4) 

and 

(4.10.5) 

is the work done by the forces and moments distributed along the z-axis of the element, force 
per unit length 

(4.10.6) 

during the small virtual displacement (translations and rotations) 

(4.10.7) 
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These expressions are not quite general, because it is assumed that body moments are not 
present and that surface-forces and -moments have been transformed to the elastic axis. 
Further, concentrated forces and moments are neglected, because they are only present on 
a wind turbine in very special cases, and when they are, they can always be placed on the 
structure at the nodes. 

The body forces arise from inertia forces and gravity forces, while the forces and moments, 
distributed along the elastic axis, will arise mainly from wind loading. 

The displacements at a point of the element, with coordinates (x,y,z), are expressed by the 
relations ( refer to Fig. 15) 

Elastic axis. 

Infinitesimal 
volume at (z, y, z). 

X 
__ ____.. ___________ _ 

Cross section. 

(}x Ux 

The z-axis is directed 
out of the paper 

Figure 15: Position of infinitesimal volume. 

or written as a matrix equation 

where 

and 

{ up(x, y, z)} = [Nr(x, y)]{ u(z)} 

[Nr(x, y)) = [ i 0 0 0 
1 0 0 
0 1 y 

0 
0 

-x 

(4.10.8) 

(4.10.9) 

(4.10.10) 
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(4.10.11) 

is the displacement vector referred to the elastic axis coordinate system. 

Now, {u(z)} is replaced by the interpolation relationship from Eqs. 4.6.9 (unstarred here) in 
Eqs. 4.10.1 and 4.10.9 and the new expression for {up} is introduced in Eq. 4.7.8 

hWd - [ fv {fp(x, y, z)}T [Nr(x,y)][NsB(z)] dxdydz 

+ fol {h(z)}T [NsB(z)] dz ] {hq} (4.10.12) 

The work done by the forces and moments at the nodes, during the virtual node displacement 
{ hq}, is expressed by 

(4.10.13) 

Equating the two work expressions from Eqs. 4.10.12 and 4.10.13 and cancelling the arbitrary 
chosen virtual displacement { hq} on both sides of the equation by division, we get the expres
sion for the node forces equivalent to the distributed forces consistent with the principle of 
virtual displacements 

(4.10.14) 

where both sides of the equation have been transposed. 

The relevant terms in this equation are derived in following sections for each of the types of 
distributed force. 

4.11 Consistent transformation of inertia loads to the nodes. 

In general we consider a substructure of the wind turbine. The substructure is described in a 
local coordinate system, which may be moving both in translation and rotation. Further, the 
motion is general, so that both translational and rotational velocities are changing with time. 
Thus translational and rotational accelerations must be taken into account. The acceleration 
of a particle on a specific substructure, relative to the inertial coordinate system, is derived 
in Sec. 3, and it is there denoted by {ri0(x, y, z, t) }. This acceleration includes both the 
acceleration of the substructure coordinate system and the local acceleration of the particle, 
and its components refer to the substructure coordinate system S, as indicated by the upper 
index S. 

The acceleration results in an inertia force on the particle, which according to d'Alembert's 
principle is 

(4.11.1) 
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where the meaning of the indices are as follows 

S as upper index indicates that the components of the vector are mea
sured in the substructure coordinate system, as lower index that the 
vector is to a point on substructure S. 

p refers to body force on a particle of infinitesimal volume. 

I refers to inertia force. 

0 refers to inertial coordinate system. 

i refers to element number. In general the element index i is only retained 
in the equations, when new terms are introduced, and may later on 
be omitted in order to simplify the indexing, where the possibility for 
mistake is negligible. 

The symbol 

{!i denotes the density of the material for element No. i. 
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The following analysis of the inertia force considers a single beam element of the substructure. 
So the inertia force must be transformed to the element coordinate system 

where 

is the originally derived transformation matrix (refer to Sec. 4.8), which 
according to the general index rule, transforms a vector from the lo
cal element system for element No. i (index Ei) to the substructure 
system, (index S). Because the matrix is orthonormal, the transfor
mation matrix needed here, the one transforming a vector from the 
S-system to the Bi-system, is simply the transpose of the originally 
derived matrix [TsEd = [TEis]- 1 = [TEisf. 

The upper index 

Ei means that the vector coordinates are with respect to the local element 
coordinate system. 

(4.11.2) 

The coordinate indexing for vectors is retained throughout the report, because the risk for 
mistake is always present here, and a mistake has serious consequences. The purpose of the 
following analysis is to transform the distributed inertia loads to consistent nodal loads in 
accordance with the theory outlined in Sec. 4.10. 

To accomplish the analysis the acceleration must be expressed as a function of the substructure 
coordinates for the nodes and the node displacements. 

The acceleration vector { ri0 } is the second time derivative of the position vector in the inertial 
coordinate system to the particle in the substructure coordinate system, {rf0 }. 

The general form of the acceleration {rj0 }, as derived through the kinematic analysis in Sec. 3, 
IS 
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(4.11.3) 

Here, the elements in the coefficient matrices [As], [Bs] and [Cs] and the vector {at} are 
functions partly of the system parameters and partly of the degrees of freedom for the structure 
outside the substructure coordinate system, and their time derivatives. 

The vector 

{ a~cJ is a function of the degrees of freedom, and it is therefore generally time dependent. 
The vector may be written as a matrix product. 

Now the element node coordinates and the element node displacements are introduced in the 
expression for the acceleration vector in Eq. 4.11.3. 

The position vector, in the substructure coordinate system to a particle on element no. i, is 
written 

where 

S S [ Ei Ei ] {ir1 } + ci{ir12 } + [TEis] {irp (x,y)} + [NT(x,y)][iNsB(z)]{iq (t)} 

{irf} + Ei [ {iri} - {irf} J 

+[TEis] [{ir:i(x,y)} + [NT(x,y)][iNsB(z)]{iqEi(t)}] 

is the position vector in the substructure coordinate system to node 
No. j, j = 1,2, for element No. i, (constant). 

is the vector from node No. 1 to node No. 2, for element No. i, (con
stant). 

(4.11.4) 

= [x, y, OJ is the vector in the plane of the element cross section from 
the elastic axis to the position of the particle in question, with reference 
to the Ei-coordinates in the undeformed element. 

is the displacement of the particle due to the deformation, 
which is expressed by the interpolation relation derived in 
Sec. 4.4. The lower matrix-index i indicates, that the ma
trix is related to element No. i. Again, the lower vector
index i indicates, that the node deformations are related to 
element No. i. 

is the normalized z-coordinate in the element coordinate 
system, 0 ~ C:i ~ 1. 

£i is the element length. 

The time derivatives of the position vector are 
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(4.11.5) 

and 

( 4.11.6) 

The Eqs. 4.11.4-4.11.6 are introduced into Eq. 4.11.3, which in turn is transformed to the 
element coordinate system, to give the node displacement dependency in Bi-coordinates for 
the acceleration (the S index is omitted on the [A), [B) and [C] matrices below) 

{ir:i} = [TEisf [ [AJ ({ir;} + £i [{irf} - {ir;}] 

and the inertia load 

+[TEis] [{ir:i} + [NT][iNsB]{iqEi}]] 

+ [ B] [T EiS] [NT] [iN SB] { i/i} 

+[C][TEis][NT][iNsB]{i~i} + {a~c} ] (4.11.7) 

(4.11.8) 

The distributed inertia forces are now transformed to the nodes consistent with the principle 
of virtual displacements, as outlined in Eq. 4.10.14 

(4.11.9) 

After substitution of Eqs. 4.11.7 and 4.11.8 into Eq. 4.11.9 and finally reordering the terms 
to facilitate integration we get 

{iF!Js} = (- lot; [iNsB]T (L; e;[Nrf[TE;sf[C][TE;s][NT]dxdy) [iNsB]dz) {iqEi} 

+ (- lot; [iNsBV (L, Ui[Nrf[TEisf[B][TEis][Nr]dxdy) [iNsB]dz) {i~i} 

+ (- fot\NsBV (L; Ui[Nrf[TEisf[A][TEis][Nr]dxdy) [iNsB]dz) {i~i} 

+ (- lot; [iNsBV (L, Ui[Nrf[TEisf[A][TEiS]{ir:i}dxdy) dz) 

+ (- lot, [iNsB]T (L, Ui[Nrf dxdy) £idz) [TEisY[A] ( {iri} - {iri}) 

+ (- fot'[iNsBf (L, Ui[Nrf dxdy) dz) [TEis]T ([AJ{irf} + {aiJ) 

(4.11.10) 
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where every single integral now has been divided into a double integral. The inner integral is 
taken over the cross section and the outer integral over the element length. The inner integrals 
are all independent of the z-coordinate, which means that the integration in principle can be 
carried out in two separate steps, the only complication being the fact that the integrals are 
composed of matrix products, and the order of the factors must be retained. 

The integrals in Eq. 4.11.10 are now determined. The integrals covering the area consist in 
reality of only three different types, because the matrices [A], [BJ and [C] all are independent 
of the coordinates. 

For reasons of simplification the following symbols are introduced 

(4.11.11) 

where the elements in the matrix [TX] are denoted by 

T/f i,j = 1,2,3 and X = A,B,C 

where X also may be omitted when there is no possibility for mistake. 

Further, the following integrals are defined. They appear as results from the integration over 
the cross section: 

mi= fA; f!idxdy : mass per unit length, [~]. 

Sxi = fA; (!iydxdy : 1st mass moment with respect to x-axis per unit length [kg]. 

Syi = fA; f!ixdxdy : pt mass moment with respect to y-axis per unit length [kg]. 

l:xi = fA; f!iy 2dxdy : mass moment of inertia with respect to x-axis per unit length (kgm]. 

lyi = fA; (!iX 2dxdy : mass moment of inertia with respect to y-axis per unit length (kgm]. 

lpi = fA, {!ixydxdy : product of mass inertia with respect to z-axis per unit length (kgm]. 
lpi = 0 here because the coordinate system has been chosen as the 
principal bending axis system, which is just characterized by the van
ishing of lvi· 

(4.11.12) 

By division of the integrals in Eq. 4.11.12, of order 1 and higher, by mi, we get the following 
commonly used quantities: 
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s ~-r. 
m; - y1 

k-r2 
m; - Ixi 

: y-coordinate for center of mass. 

: x-coordinate for center of mass. 

: squared radius of inertia, y-coordinate. 

: squared radius of inertia, x-coordinate. 
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(4.11.13) 

The integrations over the cross section area are now carried out. The element number index i 
and the X-index on the [TX]-matrix are omitted during the derivation, except for the defining 
equations. 

1 •t integral type over the cross section. 

We define the 6 x 6 matrix 

The matrix product is partitioned in 3 x 3 matrices 

where 

0 
0 

-x 

The following equation defines the partitioned result 

(4.11.14) 

(4.11.15) 

(4.11.16) 

(4.11.17) 

(4.11.18) 
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The submatrices in Eq. (4.11.18) are now calculated 

(I1A11] - L e[NT1f[T][NT1]dxdy 

- L e[T]dxdy 

m[T] 

The second top-row submatrix is derived 

(J1Al2] - L e[NT1]T[T][NT2]dxdy 

- L e[T][NT2]dxdy 

[ 

T13y -T13X (-Tuy+ T12x)] - L l) T23Y -T23X ( -T21Y + T22X) dxdy 
T33y -T33x (-T31Y + T32X) 

[ 

T13Sx -T13Sy (-TnSx + T12Sy) ] 
- T23Sx -T23Sy (-T21Sx + T22Sy) 

T33Sx -T33Sy (-T31Sx + T32Sy) 

Next we look at 
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{4.11.19) 

( 4.11.20) 

(4.11.21) 

This matrix is similar to [JlA12jT, only the rows and the columns in (T] have to be interchanged, 
Tii = Tji, in order to achieve agreement. 

Finally we integrate 

The complete matrix in Eq. 4.11.18 can now be written. We make use of the fact, that Iv= 0 
in the principal axis coordinate system. Further all elements are divided by m, which is placed 
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as a common factor in front of the matrix, making use of Eqs. 4.11.12 and 4.11.13, when the 
resulting matrix elements are derived 

[Ju]= 

m Ts1rz 
-Ts1r, 

(-Turz + T21r,) 

Ts2rz 
-Ts2r, 

(-T12rz + T22r,) 

2nd integral type over the cross section. 

Here we define the 6 x 1 vector 

where multiplication gives 

and further 

T11x + 
T21X + 

[NT][T]{r:i} = T31X + 
T31XY + 
T31X

2 

T11xy 

T13 T13rz -T1sr, 
T23 T23rz -T2sr, 
T33 T33rz -T33r 

T33rz T33 Jz 
-T33r, 0 

(-Tisrz + T2sr,) -Tisr1z 

T12y 
T22Y 
T32Y 
T32Y

2 

T32XY 
T12Y

2 + T21X
2 + T22XY 

(-Turz + T12r,) 
(-T21rz + T22r,) 
-T31rz + Ts2r ) 

-Ts1r1z 
-Ts2'1, 

(TurJz + T22rJ,) 

(4.11.23) 

(4.11.24) 

(4.11.25) 

(4.11.26) 

which after integration and factorization with respect tom and further making use of I,, = 0 
gives 

Tur 11 

T21r11 

T31r11 

T32dx 
T31rJ11 

T12dx 

+ T12rx 

+ T22rx 
+ T32rx ( 4.11.27) 
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3rd integral type over the cross section. 

Here we define the 6 x 3 matrix 

(4.11.28) 

which is integrated to give 

1 0 0 
0 1 0 

[J3A] le 0 0 1 
dxdy 

0 0 y 
0 0 -x 

-y X 0 

1 0 0 
0 1 0 
0 0 1 

(4.11.29) m 
0 0 rx 
0 0 -ry 

-rx ry 0 

where again m has been placed as a factor and the appropriate division has taken place in the 
matrix elements. The integration in Eq. 4.11.10 is continued by derivation of the integrals over 
the element length. The integrals are referred to by the actual line number in the equation, 
lines 1-6. 

Integration of the 3 first lines in Eq. 4.11.10 over element length. 

The first 3 lines in Eq. 4.11.10 are almost identical. Inside the brackets only the central matrices 
are different in the three cases. They are, in the previous integration over the cross section, 
represented by the common symbol [X] and the similarity transformed matrix [TEisf[X][TEis] 
by the symbol [TX] or simply [T]. The order of the factors in the matrix product, which has 
to be integrated over the element length, must be retained. The integral, which results in a 
12 x 12 matrix, is written as 

(4.11.30) 

where the sign has to be changed if the inertia forces are placed on the same side as the elastic 
stiffness term in the equations of motion, according to common practice. 

The steps in this integration are not shown in detail here, because it is rather lengthy, when 
we are looking at a rotating substructure and several degrees of freedom for the surrounding 
structure are retained. Further, the derivation will not contribute with much useful information 
for the reader. The integration is straightforward and may either be carried out by partial 
integration or simply by initial multiplication of the three matrices and finally integration of 
the single elements in the resulting 12 x 12 matrix. 

The latter procedure is applied here and only the results are given. The general matrix is listed 
in [Part 2, Sec. D]. 
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4.11.1 The mass matrix. 

The [C]-matrix in line 1 of Eq. 4.11.10 is a unity matrix, because no non-local degrees of 
freedom enter the coefficients for the second time derivatives in the substructure coordinate 
system, {us}, so the third term in Eq. 4.11.3 is simply the local acceleration vector. Because 
of the orthonormality of the transformation matrix, [TEiS], the [T0 ]-matrix is also a unity 
matrix, and this integral is much simplified compared to the integrals in the lines 2 and 3. 

The integral results in the mass matrix for the element. It is obvious from the symmetry of the 
matrix product in line 1, that the mass matrix is symmetric. First the mass matrix is shown in 
symbolic form 

[M]= 

U:z,1 U111 Uz1 0:z,1 0111 Oz 1 U:z,2 Uy2 Uz2 0x2 0112 

M1,1 0 M1,3 0 M1,5 M1,6 M1,1 0 M1,3 0 M1,11 
... M2,2 M2,3 M2,4 0 M2,6 0 M2,s M2,3 M2,10 0 
. . . ... M3,3 M3,4 M3,5 M3,6 -M1,3 -M2,3 M3,9 M3,10 M3,ll 
... . .. . .. M4,4 0 M4,6 0 -M2,10 M3,10 M4,10 0 
. . . ... . . . . .. M5,5 M5,6 -M1,11 0 M3,11 0 M5,ll 
... . . . sym- . .. . .. M66 M112 M212 M36 -M412 -M512 
... . .. . . . metric . .. . .. M1,1 0 -M1,3 0 -M1,5 
. . . ... . . . . .. . . . .. . . .. M2,2 -M2,3 -M2,4 0 
... . . . . . . . . . . . . . . . . . . . .. M3,3 M3,4 M3,5 
... . . . . .. . . . .. . . . . . .. . .. . .. M4,4 0 
. . . . .. ... . .. . . . .. . . .. . .. .. . . .. M5,5 
. . . . . . . .. . . . ... . . . . .. . .. .. . . . . . .. 

where 

Mi,i denotes the non-zero value of the element in row No. i and column 
No. j, where that particular value first appeared, when the matrix is 
traversed in a row-wise direction, starting with element M1,1. 

0z2 

M1,12 

M2,12 

-M3,6 

M4,12 

M5,12 

M612 

M1,6 

M2,s 

-M3,6 

-M4,6 

-M5,6 

M6,6 

(4.11.31) 

Next the values of the Mi,relements are listed following the guidelines outlined above, resulting 
in 31 numerically different elements (M = ml is total mass of the element) 

1st row : 

M1,1 -

M1,3 -

M1,s 

M1,6 
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M1,1 - M 2 [ 2 18 9 6 (r1y) 2] 
f!y 24,,v + 5,,v + 10 - s T 

M1,11 - 2 [ 2 9 13 ( 1 ) (rly) 
2
] -Ml{!y 6'111 + lOT/y + 420 + 6'111 - 10 T 

M1,12 - 2 [ 2 18 9 6 (r111 ) 
2
] -Me.,2{!11 24TJ11 + 5T/v + 70 - 5 T 

- M {!11 (rx - e.,2) [2,,11 + 2~] 

2nd row: 

M2,2 - 2 [ ( 2 42 13) 6 (rrx) 
2
] M{!:,; 48TJx + 5T/x + 35 + 5 T 

M2,3 
1 rx 

- 2M {!xi 

M2,4 - 2 [ ( 2 11 11 ) ( 1 ) (rrx) 
2
] -Ml{!:,; 6TJx + 10 T/x + 210 - 6TJx - 10 l 

M2,6 - 2 [ ( 2 42 13) 6 (rrx) 
2
] Meai{!x 4871:,; + 5 T/x + 35 + 5 T 

+ M {!x (r11 - e.,i) [4TJx + 
2
7
0

] 

M2,s - 2 [ 2 18 9 6 (" 1z )'] M{!:,; 2417:,; + 511x + 10 - 5 T 

M2,10 - 2 [ 2 9 13 ( l)(rlx)
2
] Ml{! x 671:,; + 1011x + 420 + 617:,; - 10 T 

M2,12 - 2[ 2 18 9 6(rrx)
2
] Meai{!x 2417x + 5 11x + 10 - 5 T 

+ M {!x (r11 - ea1) [211x + 2:J 
3rd r<YN: 

M3,3 - !M 
3 

M3,4 - M {!xrx [411x + 1
1
2] 

M3,s - -M{!11r11 [4TJ11 + 1~] 

M3,6 - iM [eai{!xrx; e.,2(!11r11 ] 

M3,9 - !M 
6 

M3,10 M {!xrx [2T/x - 1~] 

M3,11 - -M {!11r 11 [21111 - 1~] 
l ,. 
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4th row: 

M4,4 - 2 2 [ 6 2 1 1 ( 2 2 ) (rrz) 
2
] Ml l!:r: 511:r: + 511:r: + 105 + 4811:r: + 211:r: + 15 T 

M4,6 - 2 [ 2 11 11 ( l)(r1x)
2
] -Mleaif!x 611:r: + 1011:r: + 210 - 611:r: - 10 T 

- Mlux (r11 - ea1) [~11:r: + 2~] 

M4,10 - 2 2 [6 2 1 1 ( 2 1 ) (r1x) 
2
] -Ml l!:r: 511:r: + 511:r: + 140 + -2471:,; + 271:,; + 30 T 

M4,12 - 2 [ 2 9 13 ( 1 ) (rix) 
2
] -Mle111e:r: 671:r; + 1011:r: + 420 + 671:,; - 10 T 

- Ml{!:,; (r11 - ea1) [l11x + 
3

1
0

] 

5th row: 

Ms,s 2 2 [ 6 2 1 1 ( 2 2 ) ( r111 ) 
2
] Ml e11 51111 + 51111 + 105 + 481111 + 21111 + 15 T 

Ms,6 - 2 [ 2 11 11 ( 1 ) (r111 ) 
2
] -Mlea2l!11 61111 + 10 1111 + 210 - 67111 - 10 T 

- Mle11 (rx - e.2) [~1111 + ;
0

] 

Ms,11 - 2 2 [ 6 2 1 1 ( 2 1 ) (r111 ) 
2
] -Ml fly 51111 + 51111 + 140 + -241111 + 21111 + 30 T 

Ms,12 - 2 [ 2 9 13 ( 1 ) (r111 ) 
2
] -Mlea2(!11 67711 + 10 1111 + 420 + 67711 - 10 T 

- Ml{!11 (rx - e.2) [}1111 + 
3
1
0

] 

6th row: 

M6,6 - 2 2 [ 2 42 13 6 (r1x) 
2
] 

Mea1f!:r: 4811:r: + 511:r: + 35 + 5 T 

2 2[ 2 42 13 6(r111 )
2
] + M ea2l!11 487711 + 57711 + 35 + 5 T 

+ Mea1f!x (r11 - eai) [811:r: + 1:] 

+ Mea2l!11 (r11 - e.2) [s1111 + 
1
7
0

] 

+ iM ( e!1 + e!2 + rfx + r}11 - 2ea1r11 - 2e32rx) 

M6,12 - 2 2 [ 2 18 9 6(r1:,;)
2
] Mea1f!x 2477:r: + 511:r: + 70 - 5 T 

2 2 [ 2 18 9 6 (TJy) 2] + Mea2l!11 247711 + 57711 + 70 - 5 T 
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+ M e.s1(!:z: (ry - e.s1) [47/x + 
1
3
0

] 

+ Mes2f!y (ry - ea2) [47/y + to] 
+ l M ( e;1 + e;2 + r1x + rJy - 2es1ry - 2e82rx) 
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The integrals in the lines 2 and 3 of Eq. 4.11.10 do not in general result in symmetric matrices. 
Depending on the number of retained degrees of freedom and the extent to which linearization 
has taken place, the matrices are more or less full. It has therefore been chosen to derive the 
matrix for the general case, where the elements of the [TX]-matrix appear in the elements 
of the resulting matrix denoted by [JILx] in [Part 2, Sec. D]. The actual matrix can only be 
calculated, when the [TX]-matrix is known during the solution of the equations of motion. 

4.11.2 The Coriolis matrix. 

The matrix in line 2 of Eq. 4.11.10 has the status of a damping matrix and is referred to at 
times as the gyroscopic matrix and at other times as the Coriolis matrix. Here, we will use 
the name Coriolis matrix, [Cc]. because it results from the [BJ-matrix, which has angular 
velocities as part of its terms, and the resulting loads are therefore of the same nature as the 
loads usually known as Coriolis loads. The matrix is calculated directly from the [J1Lx)-matrix 
in [Part 2, Sec. D] by introducing the appropriate Ti1-terms. The sign must be changed when 
the inertia load is placed on the same side as the elastic stiffness term in the equations of 
motion. The matrix is skew symmetric. 

4.11.3 The inertia stiffness matrix. 

The matrix in line 3 of Eq. 4.11.10 is comparable with a stiffness matrix. In the present context 
it is referred to as the inertia stiffness or the softening matrix, [K1], because its origin is the 
change in inertia force with position. The elements in the [A)-matrix are composed of angular 
accelerations, giving rise to forces proportional to the displacement, and equivalent to the 
elastic restoring forces as represented by the [K]-matrix, apart from the sign, that might be 
negative, so that the forces have a softening effect. The matrix is calculated directly from 
the [I1Lx)-matrix in [Part 2, Sec. DJ by introducing the appropriate Ti1-terms. Also, here it 
must be remembered that the sign has to be changed, when the inertia load is placed on the 
same side as the elastic stiffness term in the equations of motion. In general, the matrix is not 
symmetric. 

4.11.4 Inertia loads depending on DOFs outside the substructure. 

Integration of the 4th line in Eq. 4.11.10. 

The integration symbol 

(4.11.32) 

is defined for the 12 x 6 matrix, resulting from integration over the element length. Integration 
gives 
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1£ 0 0 0 -{!y 0 2 
0 1£ 0 (!:,; 0 0 2 
0 0 1£ 0 0 0 2 
0 _.l..£2 0 6f(!:,:1]:,; 0 0 12 

.1...£2 0 0 0 6le11 1711 0 12 

[I2L] = 0 0 0 {!:,;elll f! e.2 !£ 
(4.11.33) 

-l 0 0 0 {!y 0 2 
0 !£ 0 -{!:,; 0 0 2 
0 0 !£ 2 0 0 0 
0 .1...£2 12 0 6lf!xT/x 0 0 

_.1...p 
12 0 0 0 6le11 1711 0 
0 0 0 -exeal -eye112 !£ 2 

The final result of the integrations in line 4 is obtained by multiplication of the matrices [J2L] 
from Eq. 4.11.33 and [J2A] from Eq. 4.11.27. We get the 12 x 1 vector 

[J2L] {J2A} 

- M 

(Tury + T12rx) t + T31dye11½ 
(T21ry + T22rx) l + T32rlxex¼ 
(T32rx + T31r11) 2 

- (T21ry + T22rx) f2 + 6T32{!xT/xr}x 
(Tur11 + T12rx) 1 - 6T31{!yT/yr111 

T 2 T 2 1+,.,, 2~ ,.,, 2~ - 12r1x - 21r111 2 .132{!xr1x t - .131{!11 T111 t 

(Tur11 + T12rx) 2 - T31d11 e11 , 

(T21ry + T22rx) t - T32rlxex½ 
(T32rx + T31r11 ) 2 
(T21Ty + T22rx) lJ + 6T32f!xT/xT} 

- (Tur11 + T12rx) J -6T31{!yT/yr111 
(T 2 T 2 1 ,.,, 2 ~+,..,, 2 ~ - 12r1x - 21r111 2 - .132f!xT1x t .131{!11 T111 t 

(4.11.34) 

where the Ti;-terms are equal to Ti1, with the units (sec-2]. M = ml is the total mass of the 
element. 

Integration of the 5th line in Eq. 4.11.10. 

The integration symbol 

{4.11.35) 

is defined for the 12 x 6 matrix resulting from integration along the element length. Integration 
gives 



M 
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[/3£] = 

fly ( 21/y + to) 0 0 0 _h 0 2l 

0 {!:,; ( 211x + 2t) 0 flL 0 0 2l 

0 0 ! 0 0 0 

0 -lex ½11x + io 0 f!x 2TJx - ;2 0 0 

ley 1 1 
21JY + 30 0 0 0 (!y (211y - :2) 0 

-e.,2 (!'/I 2,,'/1 + :o 1 +ea1 (!x 2TJx + 2t 
1 0 flL h ! 

£ -6 -6 2lea1 2le.,2 6 

(!y 477'/I + :o 0 0 0 h 0 2l 
0 (!:,; ( 417:,; + 2~) 0 _h. 0 0 2l 

0 0 ! 0 0 0 

0 lf!x 1 1 
2TJx + 20 0 f!x 4TJ:,; + {2 0 0 

-le'/1 (½11'/I + 210) 0 0 0 (!'/I ( 41]'/I + /2) 0 

-e,2 [e'/1 (411'/I + 2~) - ½] ea1 [ex ( 411x + 2~) - ½] 0 -~ea1 -~e.,2 ! 
3 

(4.11.36) 

The final result of the integrations in line 5 is achieved by multiplication of the matrices [13£] 
from Eq. 4.11.36 and [J3A] from Eq. 4.11:29. We get the 12 x 3 matrix (M = ml) 

(!y ( 277y + 2t) 0 !J!. l (!y l 2 
0 f!x ( 2r,x + ;0) (! !£! x l 2 
0 0 ! 

6 

0 -exl (½11x + :Jo) {!:,;T:,; (211x - :2) 
(!'/Ii (½11y + ~) 0 -(!yry (211'/I - 112) 

{!'/le.,2 + (e.,2 - rx) ¾ 2TJx + 2~ exea1 - (e81 - r'/1) ¼ !:Ai ~ ! f!x l r X - (!'/I l r '/I 2 
{!y 0 !a. 1 -{!y l 2 
0 f!x ( 477:,; + }0) -(! ~! x l 2 
0 0 ! 

3 

0 f!xl (½11x + fo) {!:,;Tx ( 4TJx + 1\) 
-eyl (½11'/I + 2~) 0 -{!yry ( 41111 + 1~) 
- ( 477'/I + 2~) (!ye.,2 + (e.,2 - rx) ½ (41/x + ;0) f!xea1 - (e81 - ry) ½ ( !:Ai ~ )t - f!x l r X - (!'/I l r II 2 

(4.11.37) 
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Integration of the 6th line in Eq. 4.11.10. 

Here the necessary integrations have already been carried out, and we define the resulting 
12 x 3 matrix by (M = ml) 

[iF6] - [d2L] [d3A] 
1 0 !JL. 
2 {!y l 

0 1 {! ~ 2 :,: l 
0 0 1 

2 
0 _1...f 6{!:,:7]:,:r :r: 12 

// 0 -6e111111 r 11 
1 ~ ~ 

M 
--r 2r11 ll:r: t r :r: - {!y t r Y - i:,: 

0 -e ?:it. 2 !I l 
0 1 -{! ~ 2 :,: l 

0 0 1 
2 

0 1
1l 6{!:r:1J:r:r:r: 

_1...f 0 -6{!y1JyTy 
_;21 1 ~ + ~ :r:2 r112 - {!:,: l r :r: {!y l r !I 

Eioal c~:iult. 

The final result after integration in Eq. 4.11.10 has now been achieved 

{iFfsi} - - [iMs] {iqEi} - [iCsc] {i4Ei} - [iKs1] {i<fi} 
-{iF4~} 

- [iFs] [TEisf [As] ( {iri }- {irf}) 
- [iF6] [TEisf ([As] {irf} + {at}) 

(4.11.38) 

(4.11.39) 

where the lower vector index n - for node force - has been omitted. This will be done through
out the rest of the report, and the vectors will be representing quantities related to the nodes, 
unless otherwise stated. 

4.12 Gravity node force. 

The distributed gravity load is transformed to the nodes by use of Eq. 4.10.14 

(4.12.1) 

where 
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{gEi} is the gravity acceleration in element coordinates. 

The integral above is identical to the integral of the 6th line in Eq. 4.11.10, which was derived 
in the previous section, and we get the result 

(4.12.2) 

4.13 Structural damping. 

The structural damping accounts for the energy dissipation during the system response. In 
genral, it is not possible to derive the element damping matrix from element parameters in 
a way similar to the derivation of the stiffness- and mass-matrix. Experience shows that the 
representation of the damping is important in order to get reasonable response calculations. 
The most commonly applied damping model is the one which assumes that the damping matrix 
can be expressed as a linear combination of the mass- and the stiffness-matrices 

[Cs] = a [M] + (3 [I<] (4.13.1) 

where o: and (3 are constant scalars, the former having units [seC1) and the latter having units 
[sec). This way of representing damping is referred to as proportional damping or Rayleigh 
damping [Bl, pp. 527-532]. 

The practical estimation of the proportionality constants is often carried out with recourse to 
the logarithmic decrement, corresponding to two unequal eigenfrequencies for the complete 
structure or alternatively for the substructures. The logarithmic decrement is the logarithm to 
the ratio between two successive vibration amplitudes of the free vibration and is assumed to 
represent the decay of the vibration due to dissipation of energy. The logarithmic decrement 
can be related to the damping ratios which are next used for the estimation of o: and (3. 
Experience and comparison of simulated and measured results are often important ingredients, 
when damping parameters are derived. 
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5 General about coupling of substructure equations. 

The general procedure for coupling of the substructure equations is basically identical to what 
is usually done in the finite element analysis (FEM), when the coupled equations are set up with 
reference to a common global coordinate system, allthough the resulting equations are quite 
different. In the present work each substructure is described in its own coordinate system, which 
is rigidly attached to the substructure at the node, where the actual substructure is coupled 
to the neighbouring substructure. This has as a result that the rigid body displacements of 
the substructure relative to the inertial system, translations and rotations, are eliminated from 
the equations of motion. 

One main purpose with the actual choice of division into substructures is to facilitate the 
kinematic analysis, as described in Sec. 3, by chosing the substructure coupling nodes at 
positions on the substructure, where important built in degrees of freedom (DOFs) are located. 
These DOFs will then enter the equations in a straightforward manner. Further it has as a 
consequence, that the influence of these DOFs will be easier to identify, when the model 
is developed with the purpose of being used in a parametric study. One could with some 
justification claim, that the physics of the structure is better reflected in the equations, at least 
compared to one of the more refined models, which uses a quite general numerical procedure 
for description of the state of each structural element, without distinguishing between actual 
structural main components. 

The actual division into substructures has as an important positive implication that the equa
tion structure is simplified, and the work with updating of the equations of motion, necessary 
on account of the change in geometry, mainly attributed to the rigid body motions of the sub
structures, is essentially reduced because it is related to the few DOFs identified in advance. 
This is done during the solution of the equations of motion as shown in Fig. 19 Sec. 7. 

A disadvantage with the present substructuring technique is that the coefficient matrices of 
the equations of motion all become nonsymmetric and full in columns corresponding to the 
coupling DOFs on one triangle of the matrices. This does not really constitute a problem but 
increases the computational work. 

As the coupling of the substructure equations is very central in the present formulation, it will 
deserve a more detailed description, the main purpose of which is to show that the present 
substructure formulation is equivalent to the well known finite element formulation within a 
common coordinate system, and thus it is indirectly shown that the accepted formulation is 
valid. As a quite general proof of this equivalence is rather comprehensive, when the complete 
set of dynamic equations are involved, the technique will be shown below only for the more 
simple static case. Further, the purpose is to show that the key for coupling of the substructure 
equations, is to impose force equilibrium at the coupling nodes. 

An initially straight beam, divided into two beam elements, as shown in Fig. 16, is considered. 
The beam is clamped at one end. Each element is at the same time considered to be a 
substructure, numbered 1 and 2 enclosed in circles. The substructure coordinate system for 
element 1 is denoted the G-system. It is attached to the clamped end of element 1 and 
identical to the global system, which usually would be chosen in an ordinary FEM analysis. 
The substructure coordinate system for element 2 is denoted the L-system. It is rigidly attached 
to the node of element two, which corresponds to the global node 1, as shown in Fig. 16. The 
generalized forces and displacements at the two nodes are shown symbolically. The generalized 
force vectors {F10} and {Ao} thus include both forces and moments, and the generalized 

J 

l 
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displacement vectors { q10} and { q20} include translations and rotations. 

This simple example may be used without any loss of generality, because only the elements 
closest to the coupling node are involved in the more impenetrable change in equation structure. 
The coupling of the complete set of dynamic equations in Sec. 6 will help throwing light on 
the complete coupling schedule. 

Only elastic stiffnesses and external node forces are taken into account. 

Figure 16: Coupling of substructures. 

5.1 Coupling procedure in usual FEM formulation. 

The equilibrium equations for element 1 is written as 

(5.1.1) 

The boundary conditions at the clamped end imply that 

(5.1.2) 

and the first matrix row of Eq. 5.1.1 only serves to find the reactions. The second matrix row 
of Eq. 5.1.1 gives 

where 

is the external force on element 1, transformed to node 1 (node 2 of 
element 1) 

(5.1.3) 
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and 

{ Fgr} is the reaction on element 1 at node 1 from element 2 

Equivalently, the equilibrium of element 2 is expressed by 

or 

where 

= [T21] [I<,}] [T12] is the similarity transformed stiffness submatrix aris

ing from the transformation to global coordinates (G) 

is the external force on element 2 transformed to node 1 ( node 1 of 
element 2) 

is the reaction on element 2 at node 1 from element 1 

is the external force on element 2 transformed to node 2 ( node 2 of 
element 2) 
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(5.1.4) 

(5.1.5) 

The displacement compatibility at the coupling node is satisfied by the requirement that the 
displacements at the nodes, regarded as individual element nodes, must be equal. In the 
equations, this requirement is met by expressing the common displacement by the DOFs at 
the common node. The result is that the total number of DOFs are reduced by 6 each time 
an element is coupled at a global node, compared to the DOFs for the individual elements. 

The final coupling of the equations is carried through by use of the equilibrium condition at 
global node 1, expressing that the reaction at the node on element 1 is equal to the reaction 
at the node on element 2 with opposite sign 

(5.1.6) 

The equilibrium expression for the complete structure is obtained by substituting the expres
sions for the reactions from Eqs. 5.1.3 and 5.1.5 into Eq. 5.1.6. The result is 

where now the external node forces are composed of 

{ F1~} = { Fge} + { Ffie} 
{ Fg} = { Fge} 

(5.1.7) 

(5.1.8) 

Eq. 5.1.7 is the usual FEM equation, when the equilibrium is expressed in the common global 
coordinate system (G). The equation reflects the well known rule that the global stiffness matrix 
is obtained by adding stiffness contributions from the single elements at matrix positions, which 
correspond to the actual nodes. The stiffness matrix is symmetric. 
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5.2 Coupling procedure in the substructure FEM formulation. 

In the present work the local or substructure DOFs are retained and the equilibrium equations 
appear in a different form. These equations are derived for the example structure below. 

The equilibrium equation for element 1 is the same as Eq. 5.1.3. 

Considering element 2 as a substructure described in the local substructure coordinate system 
(L) attached to node 1, an equilibrium equation of the same form, as that for the clamped 
element, is arrived at. The substructure coordinate ystem (L) is following the node during defor
mation, so that the deformation at node 1 of element 2, measured relative to the substructure 
coordinates, are {O} or { qf1} = {O}. This is equivalent to elimination of the substructure 
DOFs at the coupling node, and the compatibility condition is automatically fulfilled at the 
node by this choice. 

The equilibrium of element 2 with reference to substructure coordinates is expressed by 

(5.2.1) 

and 

(5.2.2) 

As the displacement compatibility at the coupling node is implicitly accounted for through the 
consistent choice of nodal DOFs and substructure coordinate system at an actual coupling 
node, as mentioned above, the final coupling of the equations is carried through by imposing 
force equilibrium at the coupling node (node 1), which results in the coupling condition 

(5.2.3) 

By use of Eq. 5.2.2, Eqs. 5.1.3, 5.2.1 and 5.2.2 are combined to give the equilibrium equation 
for the total structure 

(5.2.4) 

where 

(5.2.5) 

and 

(5.2.6) 

It is important here to keep in mind that the first matrix row in Eq. 5.2.4 refers to global 
coordinates (G) and the second row to substructure coordinates (L). It is observed that the 
coefficient matrix (the stiffness matrix) in Eq. 5.2.4 is not symmetric. 
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5.3 Transformation of substructure FEM to usual FEM. 

The two sets of equilibrium equations, Eq. 5.1.7 for the usual FEM formulation and Eq. 5.2.4 for 
the present substructure formulation, should give an identical solution for the displacements, 
if the expression in Eq. 5.2.4 is valid, presuming that we accept the validity of the usual 
FEM formulation. This is not immediately obvious, when we just look at the final equations. 
Eq. 5.2.4 is not symmetric as Eq. 5.1.7 and further the vectors are with reference to different 
coordinate systems in Eq. 5.2.4. 

The difference in the two sets of equations is due to the fact that rigid body displacements 
of element 2 are eliminated in the substructure formulation of Eq. 5.2.4. This can be seen 
from the following derivation, where a transformation of Eq. 5.2.4 to Eq. 5.1.7 is carried out 
in order to show the legality of Eq. 5.2.4. 

The means to carry through the derivation, is to transform { qf2} in Eq. 5.2.4 to global 
coordinates, by including the rigid body displacements. 

The rigid body displacements of a point on element 2 are first expressed by the deformations 
at node 1. 

The rigid body translations can be expressed as 

is the translation at node 1 relative to the global coordinates. 

is the rotation (infinitesimal) at node 1 relative to the global coordi
nates. It is obvious here that infinitesimal rotations must be assumed 
in order to express the rotations as a vector. 

{rt} is the position vector to the point in question on the substructure. 

The rigid body rotation at the point is expressed by 

The vector cross product in Eq. 5.3.1 can be rewritten as a matrix product 

-[ r} 
-rG 

rG ] { ofo} x {rt} 
z -i~ {ofo} - 0 

-rG rG 
y X 

- [RG] { Ofo} 

where 

[R"j = [T21] [ -~f 
rL -rL] z l 0 ro [Td rL -rL y X 

(5.3.1) 

(5.3.2) 

(5.3.3) 

(5.3.4) 

If the general case with 6 DOFs at each node is considered, the displacement vector relative 
to the global axes for node 2 can be expressed in global coordinates as 
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where 

is the deformation at node 1 relative to global 
coordinates 

{ a} = { [R°] { oro} } 
qR {O} is the rigid body displacement due to ro

tation at node 1 

{ q~} = { {{;!
2

2

2
}} } is the local elastic deformation relative to the 

substructure coordinates. 
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(5.3.5) 

Further, it is possible to rewrite Eq. 5.3.5 so that the node DOFs appear explicitly in the 
equation by noting that 

{q?o} + {q;l} - [ [~ [:] j{qfo} 

[14>] { q?o} (5.3.6) 

where [I] is the 3 x 3 unity matrix. 

Isolating { q}2 }, which is wanted for substitution in Eq. 5.2.4 we get 

(5.3.7) 

Now, considering the second matrix column of Eq. 5.2.4 involving { qf2} and transforming the 
second matrix row to global coordinates yields 

r f ~::n :i:~ l [T12] ( { qfo} - [ 14>] { q?o}) = 

[ 
- [T21] [I<l2l [T12] [14>] [T21] [I<l2l [T12] l { 
- [T21] [I<J2l [T12] [14>] [T21] [I<J2] [T12] 

This expression is substituted in Eq. 5.2.4 and we get the result 

(5.3.8) 

This equation should be identical to Eq. 5.1.7, if the substructure related Eq. 5.2.4 should be 
valid. This implies that it must be required that 
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(5.3.10) 

and 

(5.3.11) 

This is in general true for an element stiffness matrix, and will be shown here only for the 
simple case when the two-element structure is a straight beam. We then have 

(5.3.12) 

Uxt Uzt 0111 Ux2 Uz2 0112 
12El 0 6El 12El 0 6El -;r 7 --;r 7 

0 EA 0 0 EA 0 -,. -,:-
6El 0 4El 6El 0 2El 
7 -,.- -7 -,.- (5.3.13) 

12El 0 6El 12EI 0 6El --;r -7 -;r -7 

0 EA 0 0 EA 0 -T T 
6El 0 2El 6El 0 4El 
7 -,.- -7 -,.-

[ 

1 0 £] 
[Ro] = 0 1 0 

0 0 1 
{5.3.14) 

And it is immediately observed that Eqs. 5.3.10 and 5.3.11 are fulfilled, simply by carrying out 
the multiplications on the submatrices in Eq. 5.3.13. The multiplications are straightforward 
and simple and will not be shown in detail here. 

A quite parallel derivation may be carried through for the dynamic equations corresponding to 
the mass matrices. As long as only inertia forces corresponding to the second time derivative of 
the DOFs are included, and nonlinearities are neglected, the derivation is straightforward. This 
means that an unambiguous connection exists between the present substructure formulation 
and the commonly used FEM formulation, where the equations of motion are established 
within a common global coordinate system. The derivation for the mass matrices will not 
be reproduced here, because the steps are quite analogous to what was done to show the 
relationship between the stiffness matrices. Further, a detailed derivation of the equations of 
motion for the present formulation is given in Sec. 6. 

When nonlinearities are present, it is considerably more difficult to establish the connection 
between different formulations, and the subject will not be pursued any further here. However, 
since the geometric stiffness has been introduced in the present formulation, it may serve as a 
good illustration of the traps that are present, when one formulation is transformed to another. 
In the litterature, the geometric stiffness is generally treated quite as the elastic stiffness, and 
in the usual FEM formulation the two types of matrices are simply added and combined into 
the equations in a complete analogous manner. However, this does not apply in the present 
formulation, because the rigid body displacements of the substructures have been eliminated 
from the equations. The rigid body translations do not influence the geometric stiffness, but 
the rigid body rotations do, because a rotation of an element will result in moments from the 
axial force, while a translation does not. 
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Again, using the simple example of Fig. 16, it is easy to show how this rigid body rotation 
must be accounted for in the substructure formulation. 

The equilibrium equations 5.2.1 and 5.2.2 above for element 2, regarding elastic stiffness, 
must, when used for geometric stiffness, further include stiffness terms resulting from rigid 
body rotations of element 2, i.e. the rotations at node 1. 

The modified equations are now written ( excluding elastic stiffness) 

(5.3.15) 

and 

(5.3.16) 

where the last terms on the left side of the equations account for the added stiffness resulting 
from the rigid body rotation. The lower index g indicates that the submatrix represents the 
conventional geometric stiffness derived in Sec. 4. 9 and 

[G] = [ [O] 

[O] 

[ 
0 -Fa O l ] Fa O 0 
0 0 0 

[O] 

(5.3.17) 

Again, imposing the force equilibrium at the coupling node (node 1) results in the equilibrium 
equation equivalent to the elastic stiffness equilibrium as expressed in Eq. 5.2.4 

(5.3.18) 

Further, following the previously outlined steps, it is easy to show that equivalence exists 
between this formulation and the general FEM formulation, which accounts for the rigid body 
rotations implicitly. 

It should be mentioned here that an indirect test of the stated equivalence has been carried 
through by solving the eigenvalue problem for both formulations. The eigenvalues are found 
to agree within the numerical accuracy, as will be shown in the test example in Sec. 8. 

The steps outlined above, when coupling of the substructure equations is carried out, are 
followed in the derivation of the complete set of dynamic equations in Sec. 6, the key being 
the establishment of force equilibrium at the coupling nodes. 
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6 Derivation of equations of motion for the com
plete structure. 

In the following sections the derivation of the equations of motion (EOMs) for the complete 
structure is outlined. 

The essential part of this work is derivation of the terms in the inertia load equation 4.11.39. 
This is carried out with reference to a specific choice of degrees of freedom (DOFs) for the 
involved substructures, tower, shaft, and blades. Further, the boundary conditions between 
the substructures may introduce additional DOFs that have to be integrated in the complete 
model. This is the case here, because the teeter DOF is retained at the boundary or coupling 
node between the shaft and the blade. The tilt is omitted. 

The considered model retains the following DOFs, generally 3 translations, { ui}, and 3 rota

tions, { oi}, at each node: 

Tower : {Qt} T = [ { uI} T , { 0t} T] =/ { 0} T 
{ ·T} T [{ ·T} T {'T} T] T qT = UT , OT # { 0} 

{ iit} T = [ { uf} T , {of} T] =I { o} T 

Shaft : { ~} T = [ { u1} T ' { 01} T] =/ { 0} T 
{41}T = [{u1}T ,{oi}T] =I {O}T 
{ii1}T = [{uj}T' {Bj}T] =/ {O}T 

Teeter H ' .. H : 01H• 0f1H, 01H =/ 0 

Blade : {~}T = [{ ui} T' {oi}T] =I {O}T 
{4B}T = [{u!}T' {o!}T] =I {O}T 
{~}T = [{u!}T ,{o!}T] =I {O}T 

The node numbering is as shown in fig. 17 

Tower: Nodes are numbered from 1 to£ 
Tower node Tl is at the tower support 
Tower node Tf is at the tower top, and common with shaft node Al. 

Shaft: Nodes are numbered from 1 to m 

(6.0.1) 

Shaft node Al is at the joint to the tower, and common with tower node Tl 
Shaft node Am is at the joint to the blade hub, and common with blade node Bl 
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Blade: Nodes are numbered from 1 to n 
Blade node Bl is at the joint to the shaft, and common with shaft node Am 
Further details concerning the node numbering for the blade substructure is given 
in sec. 6.3 

Blades 

Shaft node Am = node Bl 

node Tl= node Al 

Figure 17: Node numbering for boundary nodes of the substructures. 

The details of the derivation and evaluation of the respective substructure accelerations are 
given in Sec. 3. Below, inertia matrices and vectors are used, which result from rewriting the 
acceleration expressions. The rewriting has character of a decomposition, based on sorting 
of the acceleration expressions according to common factors of degrees of freedom and their 
order with respect to time derivation. A complete listing of these matrices and vectors can be 
found in (Part 2, Sec. E), where also the introduced linearizations are described. A description 
of their origin is found there as well. 

6.1 Derivation of EOM for the tower substructure. 

The inertia loads at the nodes can be read directly from Eq. 4.11.39, noticing that the [AT]
and the [BT]-matrix are identically zero, resulting in 

[iKTI] = [iCTc] = (O] and } 

{ F Ei} _ { .F,Ei} _ { F,Ei} - {0} i 4T - , 5T - i 6T -
(6.1.2) 

where 

(6.1.3) 

Here it has been utilized that {ate}= {O} at the tower substructure. 
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The EOM for an element on the tower substructure is therefore written as 

(6.1.4) 

where 

[iM] is the element mass matrix, Eq. 4.11.31 
[iCs] is the element structural damping matrix , Eq. 4.13.1, and 
[iKs] is the element stiffness matrix, resulting from material elasticity, Eq. 4.7.5 

If concentrated node masses are present, they have to be added to the diagonal elements of 
the mass matrix. 

is composed of the externally applied loads, including gravity and aero
dynamic loads, consistently transformed to the nodes.This transforma
tion is described in Sec. 4.10. At the boundary nodes the vector further 
includes the reactions. 

The element EOM is transformed according to the general rule in order to have the equation 
expressed in tower coordinates and prepared for coupling of the elemental EOMs to the tower 
substructure EOM. The transformed Eq. 6.1.4 yields 

(6.1.5) 

The tower substructure EOM obtained by coupling of the elemental EOMs of the form given 
in Eq. 6.1.5 is written 

(6.1.6) 

This equation is partitioned in order to allow for introduction of boundary conditions. The 
boundary conditions at the root of the tower are taken to be purely geometric, i.e., the 
deformations and their time derivatives at the root node are assumed to be zero 

(6.1. 7) 

Further, the boundary conditions at the coupling node between the tower and the shaft are 
purely static, i.e., the reactions from the shaft (forces and moments) are imposed on the tower 
node by expressing the reactions by means of the shaft degrees of freedom and thus obtaining 
a static coupling condition, as shown below. 
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The partitioned EOM Eq. 6.1.6 is written 

[ [Mn) [M,r) 
[Mu)] { {!'} } [MTI] [MTT] [MTl] qTT 

[Mt1] [Ma] [Mu] il Tl 

[ [Cu) [C,r) 
[Cu)] { f!'}} + [CT1) [CTT] [CTt] qTT 

[Cl1] [Ca] [Cu] il Tl 

f rn { {i}} 
[Kn) [K1T] [Ku] qTl 

+ [ [Kr,) [KIT) [Kr,) ] ,fr,, (6.1.8) 
[Kl1] [Ka] [Ku] qT Tl 

Now, the submatrices [Xu] and [Xl1], (X = M, C, K), are zero, when node numbering 
is carried out in succession, e.g. from root to top of the tower, and the difference in node 
numbers for every single element is 1. The matrices will thus have a banded structure. 

By carrying out the multiplications in Eq. 6.1.8, the relevant degrees of freedom and reactions 
may be isolated. 

The result of the multiplication is 

[MTT] {qfT} + [MTt] {qfl} + [CTT] {tifT} 
+ [CTt] { qft} + [KTT] { qfT} + [KTt] { qft} 

[Ma] { qfT} + [Mu] { qft} + [Ca] {tifT} 
+ [Cu] {4ft} + [Ka] {qfT} + [Ku] {qft} 

Here the following notation is used 

{ FtkE} is external forces on the element, transformed to node k. Included are 
distributed external forces and gravity forces. 

{ F:Jrn} is reaction forces at node i. 

< F:JlR} expresses reactions from the support at node 1, the node at 
the root of the tower. 

{ Fl,_R ~ expresses reactions from the shaft substructure at the coupling 
node£. 

(6.1.9) 

(6.1.10) 

(6.1.11) 

Eq. 6.1.9 is extracted from the system EOM and is merely used for derivation of the reaction 
{ Ffrn}. Because of the banded structure of the coefficient matrices the equation can be 
reduced to include only the degrees of freedom for node 2 

(6.1.12) 
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where the dimension of the coefficient matrices now are 6 x 6. 

{ Ffrn} can be found from Eq. 6.1.12. 

Eq. 6.1.10 is part of the system EOM, and so is Eq. 6.1.11, where the reactions {F:hn} have 
to be expressed by means of the equations for the shaft substructure. 

This relation will result from the following derivation of the EOM for the shaft substructure. 

6.2 Derivation of EOM for the shaft substructure. 

With the actual DOFs, the acceleration on the shaft substructure is written as (refer to 
Eq. 4.11.3) 

{r1o} = [AA] { s1} + [BA] { u1} + [CA] { u1} + {a1c} (6.2.1) 

where 

(6.2.2) 

and [CA] is equal to the unity matrix. 

From Eq. 4.11.39 all the terms will now contribute to the EOM for an element. 

The three last lines of Eq. 4.11.39 shall first be rewritten, taking advantage of the possibility 
of extracting DOFs from the [AA]-matrix. As shown in [Part 2, Sec. E.3), the inertia vector 
{ iFl} for the shaft, according to [Part 2, Eq. E.3.1), can be written 

(E.3.1) 

where the matrix 

[iFT24A] originates from the skew-symmetric part of the [AA]-matrix. 

The product 

[AA] {irf}, j = 1, 12 

is rewritten by initial multiplication and next writing the resulting vector as a product of 
matrices and DOFs. The result is [Part 2, Sec. E.1) 

(6.2.3) 

where now 
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are functions of the vector coordinates for {irf }. 

By introducing Eq. 6.2.3 into line 3 of eq. 4.11.39 this line changes to 

- [iFs] [TEiAf [AA] {irf2} = 

-[iFs] [TEiA]T [liAT212] {ofl} + [iATl12] {ofl} + {;ACOf2}] (6.2.4) 

For reasons of simplification of the written expressions, the following substitution is used for 
the matrix product 

where k = 5, 6 and 

[O) 
[TEiA] 

[OJ 
(O] 

[O) 
[O) 

[TEiA] 
(O] 

(6.2.5) 

(6.2.6) 

resulting in a 12 x 12 matrix, which gives the correct transformation of the 12 x 1 vector. 

Using the substitution from Eq. 6.2.5, the following matrices are now defined 

(6.2.7) 

The definitions from Eq. 6.2.7 are introduced into Eq. 6.2.4 and we get 

- [TEiA] [iFs) [TEiAf [AA] {irf2} = 
- [iFT2sA] { Of l} - [iFTlsA] { Of l} - { iFCOiA} (6.2.8) 

The resulting vector is with reference to the shaft coordinate system. 

An analogous procedure is carried out for line 4 in Eq. 4.11.39, and the following matrices are 
defined 

(6.2.9) 
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With these definitions the last line in Eq. 4.11.39 is written 

- [TEiA] [iF6] [TEiA]T ([AA] {irt} + { a1c}) = 
- [iFT26A] {Oft} - [iFT16A] {Oft} - { iFCOtA} - [iF D6A] { u~t} (6.2.10) 

Eq. 4.11.39 for a shaft element may now be rewritten, using Eqs. E.3.1, 6.2.8 and 6.2.10. 
Introducing structural damping and stiffness at the same time, the result is equivalent to the 
EOM for the element, excluding external forces and boundary conditions for convenience 

where 

[iMA] {iii1} + [iCA] {i<ii} + [J<A] {iqi} = 

-( {iFTit} + {iFco:A} + {iFco:A}) 

-( [iFT24A] + [iFT2sA] + [iFT26A]) {oft} 

-( [iFTlsA] + [iFT16A]) {oft} 
- [iF D6A] { iift} 

The indices refer to the origin of the matrix, which is inertia or structural properties 

[CAc] is the Coriolis matrix, which is related to the [BA]-matrix 

[I<A1] is the inertia stiffness matrix, which is related to the [AA]-matrix 

[Cs] is structural damping 

[I<s] is structural stiffness 

(6.2.11) 

(6.2.12) 

If concentrated node masses are present they must be added to the diagonal elements of the 
mass matrix. 

The right hand side of Eq. 6.2.11 gives rise to additional terms in the mass- and damping
matrices of the system EOM. 

In order to prepare the assembling procedure, the matrix products in Eq. 6.2.11 are com
bined such that the deformation vectors are written as the usual 12 x 1 dimensional vector, 
corresponding to 6 DOFs at each node. 

The following vectors and matrices are now defined 
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[ [iF D6A] I ([iFT24A] + [iFT2sA] + [iFT26A]) ] = [iMTA] 

[ [O] I ( [iFTlsA] + [iFT16A]) ] = [iCT A] 

{iFTf.t} + {iFcotA} + {iFco:A} = {iFj6A} 

By using these definitions the EOM for a shaft element (Eq. 6.2.11) may be written 

[iMA] {i~} + [iCA] {i41} + [iKA] {iqj} = 
{iF1}- {iFA6A}- [iMTA] {qft}- [iCTA] {4ft} 

where also the external force, { iF}}, has been included 

is composed of all externally applied loads, including gravity and aero
dynamic loads, consistently transformed to the nodes, as outlined in 
Sec. 4.10. Further, the vector includes the reactions at the boundary 
nodes. 
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(6.2.13) 

(6.2.14) 

Still, the resulting vectors are with reference to the shaft coordinate system, the A-system. 

Assembling the element EOMs to the total substructure EOM reads 

[MA]{~}+ [CA] {41} + [KA] {CJ1} = 
{F1}-{FA6}-[MTA]{qft}-[cTA]{4ft} (6.2.15) 

To prepare the coupling of the shaft EOMs to the tower EOMs and the blade EOMs, respec
tively, Eq.6.2.15 is partitioned in order to facilitate the insight in the appropriate process. The 
result of the partitioning is 

Before multiplication in Eq. 6.2.16 some simplifications are considered. 

The definition of the moving shaft coordinate system with origo at node 1 of the shaft sub
structure implies that the substructure is considered clamped at node 1, such that 
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(6.2.17) 

Using this equation, when carrying out the multiplications in the partitioned Eq. 6.2.16, we 
get for the first row (index E - external, index R - reaction) 

[Mu] {qiA} + [Cu] {4iA} + [I<u] {<dA} = 
{Ff1E} + {Ffrn}-{F.i16A1}- [MTAt] {qft}-[cTA1] {<i~t} 

The second row in Eq. 6.2.16 gives after multiplication 

[MAA] {qiA} + [MAm] {iiim} + [CAA] {<iiA} + [CAm] {<iim} 

And finally the third row 

+ [KAA] {<JiA} + [KAm] {<Jim}= 
{FfA}- { F_ft6AA}- [MTAA] {q~t}- [CTAA] {<i~t} 

[MmA] {iiiA} + [Mmm] {iiim} + [CmA] {41A} + [Cmm] {<i1m} 

+ [KmA] { qiA} + [Kmm] { qim} = 
{FfmE} + {FJmR}- { F_ft6Am}- [MTAm] {qft}- [CTAm] {<ift} 

(6.2.18) 

(6.2.19) 

(6.2.20) 

Eq. 6.2.18 and Eq. 6.1.11 are the basis for coupling of the tower and the shaft EOMs. The 
actions at the tower node £ are equal in size and opposite directed to the reactions at the 
shaft node 1. This is expressed in the following equation, where the necessary transformation 
to common coordinates has taken place 

(6.2.21) 

which by use of Eq. 6.1.11 and Eq. 6.2.18 is expressed as 

[Mrr] {iiiT} + [Mu] {qft} + [Crr] {<iiT} 

+ [Cu] { <i~t} + [Krr] { qfT} + [Ku] { qft} - { FitE} = 

- [TAT] ([ Mu] {~A}+ [Cu] { <iiA} + [Ku] { <dA} 

+ [MTAt] { qft} + [CTAt] { <ift} + { F4~6At} - { FflE}) (6.2.22) 

After rearranging we get 
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[Mrr] {ii~T} +([Mu]+ [MTA1]) {'I~l} 

+ [ClT] {<ifT} +([Cu]+ [CTA1]) {<ifl} 
+ [Ka] { qfT} + [Ku] { qfe} 
+ [TAT] [MIA] {ii1A} + [TAT] [CIA] {<iiA} + [TAT] [KIA] {~A}= 
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(6.2.23) 

Before arranging the equations in a common matrix equation, the EOM for the blade sub
structure shall be derived. 

6.3 Derivation of EOM for the blade substructure. 

This derivation is mainly identical to the one for the shaft substructure, and the steps can be 
identified in two almost parallel procedures. 

The acceleration at a point on the blade substructure is with the actual DOFs written as 

(6.3.1) 

Here 

[DB] {ufe} + [EB] {ofl} + [FB] {iifl} 
+ [GB] {u1m} + [HB] {u1m} + [RB] {u1m} (6.3.2) 

as derived by the kinematic analysis in Sec. 3 and the subsequent evaluation and decomposition 
as described in [Part 2, Sec. E). 

Again, Eq. 4.11.39 is the basis for the derivation of the blade EOM, quite parallel to what was 
done for the shaft. From [Part 2, Sec. E.3] we use the result, where the angular accelerations 

have been extracted from the inertia vector {iFfB} according to [Part 2, Eq. E.3.2] 

(E.3.2) 

Further, for the blade substructure we have the decomposed matrix product 

(6.3.3) 
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where the coefficient matrices and vectors now are functions of the vector coordinates for 
{irf }. The coefficient matrices and the vectors are listed in (Part 2, Sec. E.2]. 

For use in Eq. 4.11.39 line 3, the following matrices are defined, based on the expressions in 
Eq. 6.3.3. 

First, in order to simplify the writing we introduce 

(6.3.4) 

which is used in the following definitions 

(6.3.5) 

Equivalently, for use in Eq. 4.11.39 line 4, the following matrices, related to Eq. 6.3.2 and 
Eq. 6.3.3, are defined, using the substitution 

Definitions related to Eq. 6.3.2 are 

[iF;B] [DB] = [iF D6B] 
[iF;B] [EB]= [iF E6B] 
[iF;B] [FB] = [iF F6B] 
[iF;B] [GB] = [iFG6B] 
[iF;B] [HB] = [iF H6B] 
[iF;B] [RB] = [iF ~B] 

and definitions related to Eq. 6.3.3 are 

(6.3.6) 

(6.3.7) 

(6.3.8) 
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Eq. 4.11.39 may now be rewritten, using Eqs. 6.3.5, 6.3.7, and 6.3.8, and further, for the 
moment assuming that the resulting inertia force is zero for convenience. The result is 

[iMB] {iqg} + [iCBc] {iti:} + [;KB1] {iqz} = 

-( {iFTfa} + {iFco:B} + {iFco:B}) 

-( {iFT2:B} + [iFT2sB] + [iFTZ,B] + [;FFaB]) {Bf,} 

-([iFTlsB] + [iFTlaB] + [iFEaB]) {of,} 

-([;FA24B] + [iFS2sB] + [iFSZ,BJ) {01m} 

-([iFSlsB] + [iFSlaB]) {01m} 

-([iFSOsB] + [iFSOaB]) {IJ1m} 

-( {iFn2:B} + {iFn2:B} + {iFn2:B} )8fln 
-( {iF Hl:B} + {iF Hl:B} )ofn 
- [iF DaB] { uf,} 
- [iFGaB] { u1m} 
- [iF HaB] { u1m} 
- [iF ~B] { u1m} (6.3.9) 

In order to use the usual 12 dimensional DOF-vector, Eq. 6.3.9 is rearranged by using the 
following definitions 
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[ [iF D6B] I ([iFT24B] + [iFT2sB] + [iFTZJB] + [iF F6Bl) ] = [iMTB] 

[ [OJ I ([,FTl,B) + [;FTleB) + [,FE.BJ) ] = [;CTB) 

[ [;F 14B) I (r,F A2,B] + [;FS2,B) + [;FS2oB1) l = [;MAB] 

[ [iF H6B] I ([iFSlsB] + [iFS16B]) ] = [iCAB] 

[ [iFG6B] I ([iFSOsB] + [iFS06B])] = [iKAB] 

{iFH2fB} + {,FH2fB} + {,FH2fB} = {iMRB} 

{,FH1fB} + {,FH1fB} = {,cRB} 

{,FTfB} + {iFCOfB} + {iFco:B} = {iFf56B} 

Further, structural damping and structural stiffness, given by 

are introduced into Eq. 6.3.9. 

The indices refer to the origin of the matrix, which is inertia or structural properties 

[CBc] is the Coriolis matrix, which is related to the [BB]-matrix 
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(6.3.10) 

(6.3.11) 

[ KBI] is the inertia stiffness or softening matrix, which is related to the [AB]-matrix 

[Cs] is structural damping 

[Ks] is structural stiffness 

If concentrated node masses are present, they have to be added to the mass matrix [iM8 ], at 
the diagonal elements. Also, the external load vector is entered into the equation. 

The result is the EOM for a blade element 

(6.3.12) 
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where, analogous to the tower- and shaft-substructure 

is composed of the externally applied loads, including gravity and aero-
dynamic loads, consistently transformed to the nodes, as prescribed in 
Sec. 4.10. For the coupling node to the shaft substructure the vector 
also includes the reactions. 

104 

When the blade EOM is assembled, the node numbering must be considered, because the 
structure is no longer a simple chain, as was the case for the tower and the shaft. To illustrate 
the preferred systematics, a general example with 3 blades is used. The difference between 
global node numbers for one element determines the band width of the coefficient matrices. 
Therefore, the following way of assigning node numbers is used. 

Node numbers i = Bi 

Figure 18: Node numbering for blades. 

As illustrated in fig. 18, the node which couples the blades to the shaft is given number 1. The 
remaining nodes are numbered sequentially by chosing the node closest to the center node on 
one blade as node 2, and then step from blade to blade in the same direction, e.g. clock-wise, 
always taking the unnumbered node closest to the center as the next one in the sequence. 
This procedure results in a maximum node difference equal to the number of blades, and this 
number is also equal to the half band-width of the coefficient matrices. 

The assembled EOM for the blade substructure is written 

(6.3.13) 

Partitioning of Eq. 6.3.13 prepares the coupling of the shaft and the blade EOM 



6.3 Derivation of EOM for the blade substructure. 105 

Here 

(6.3.15) 

this being an implication of the choice of coordinate system that has its origo at node 1, and 
follows the movements of the blade point. 

The first partitioned row of Eq. 6.3.14 gives after multiplication and using Eq. 6.3.15 (index 
E - external, index R - reaction) 

(6.3.16) 

The reactions at the shaft node m, must be equal in size and opposite in direction to the 
reactions at blade node 1 

(6.3.17) 
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The reactions are isolated in eqs. 6.2.20 and 6.3.16, respectively, and substituted in Eq. 6.3.17 

[MmA] {qiA} + [Mmm] {qim} + [CmA] {~A} 
+ [Cmm] {qim} + [KmA] {dA} + [Kmm] {dm} 

+ [MTAm] {qft} + [CTAm] {qft} + { Fj6Am}-{ F1mE} = 

- [TBA] ( [M1B] { q:B} + [C1B] { q:B} + [K1B} { tfsB} 

+ [MTB1] {qft} + [CTB1] {4ft} 
+ [MAB1} {~m} + [CAB1] {qim} + [KAB1] {ttlm} 

{ 
B } -H { B } .H + MHBl (}lH + CHBl (}lH 

+ { Ffs6B1}- { FJ1E} ) 

After rearranging we get the equation ready for combination in the system EOM 

[MmA] {~A}+ ([Mmm] + [TBA] [MAB1]) {~m} 

+ [CmA] {~A}+ (rcmm] + [TBA} [CAB1]) {~m} 

+ [KmA] {'JiA} + ([Kmm] + [TBA] [KAB1]) {'Jim} 

+([MTAm] + [TBA] [MTB1]) {qft} 

+([CTAm] + [TBA] [CTB1]) {qft} 

{ B } -H { B } 
0

H + [TBA] MHBl (}lH + [TBA] CHBl (}lH 

+ [TBA] [M1B] { qzB} + [TBA] [Crn] { ~B} + [TBA] [K1B} { qgB} = 

(6.3.18) 

(6.3.19) 

The EOM for the inner blade substructure is identified as the last row of the partitioned 
Eq. 6.3.14, which after introduction of Eq. 6.3.15 is written as 

(6.3.20) 
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This equation is also ready for assembly into the total system EOM. 

6.4 Derivation of EOM for the teeter DOF. 

The reactions at blade node 1 must be transformed to the teeter degree of freedom in order 
to derive the EOM for the teeter DOF. 

Assuming that the teeter DOF has a stiffness and a damping given by 

K1H - teeter spring stiffness 
C1H - teeter damper 

the EOM is written 

"H H 
C1H01H + K1H01H = 

row4 [-([M1B] { q:B} + [C1B] { <i:B} + [K1B] { q:B} 

+ [MrB1] {iift} [CrB1] {<ift} 

+ [MAB1] {iiim} + [CAB1] {<iim} + [KAB1] {~m} 

{ B } -H { B } 
0

H + MHB1 ()1H + CHB1 ()1H 

+ {F4~6B1}- { F:1E}) l (6.4.1) 

where the symbol row4 identifies a sort of operator, which indicates that only row number 4 
of the resulting vector on the right hand side is part of the equation. 

After minor rearrangements Eq. 6.4.1 can be directly combined with the other substructure 
EOMs into the total system EOM, where the teeter DOF then will appear as one single DOF. 

6.5 Assembly of substructure EOMs to the system EOM. 

In the previous sections, all the relevant substructure equations of motion have been derived, 
and the force compatibility conditions at the coupling nodes have been established. 

The actual equations are 

Eq.6.1.9 - Reactions at the tower support, corresponding tower DOF { qf1}. May be deter
mined, when the node displacements have been solved for. 

Eq.6.1.10 - EOM for the inner tower DOFs { qfr }. 

Eq.6.2.23 - EOM for the coupling node between tower (node Tf) and shaft (node Al) sub

structures, corresponding to DOF { qft}· 

Eq.6.2.19 - EOM for the inner shaft DOFs { qjA}· 
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Eq.6.3.19 - EOM for the coupling node between shaft (node Am) and blade (node Bl) sub

structures, corresponding to DOF { '11m} . 
Although the teeter DOF, f){IH, is at the same coupling node, the force compatibility 
still ensures that the coupling is correctly established, as the kinematic analysis has 
provided for the geometric compatibility. 

Eq.6.4.1 - EOM for the teeter DOF, 8f1H-

Eq.6.3.20 - EOM for the inner DOFs of the blade substructure, {dB}. 

Combination of these equations in a single system equation of motion gives 

[Ms] { qs} + [Cs] {4s} + ([I<s] + [I<9s]) {qs} = {Fs} (6.5.1) 

where 

(6.5.2) 

The geometric stiffness matrix [I<9s] is shown separately in order to simplify the appearance 
of the matrices. 

The following coefficient matrices are obtained: 

The system mass matrix 

[Ms]= 

{ 9tT} {gf,} 
[MTT] [MTt] 

[MtT] [Mu] 
+ fTAT] fMTAil 

(0) [MTAA] 

[OJ 
[MTAm] 

+ fTBAl f MTB1 l 

0 row4 ( [MTB1]) 

(0) [MTBB] 

{ qjA} { 9jm} 

(0) (0) 

[TAT] [M1A] (0) 

[MAA] [MAm] 

[MmA] [Mmm] 
+ [TBA] [MABi] 

0 row4 ( [MAB1]) 

(0) [MABB] 

·H 61H {~B} 

{O} (0) 

{O} (0) 

{O} (0) 

[TBA] { MBB1} [TBA] [M1B] 

row•({M/Jm}) row4 ( [M1B]) 

{ MBBB} [MBB] 

(6.5.3) 
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the system damping matrix 

[Cs]= 

{4fT} I { 4f,} 

[cTT] [cTt] 

[clT] [cu] 
+ fTATl fcTA1l 

(OJ [cTAA] 

[OJ 
[cTAm] 
+ (TsAl fcTm l 

0 row4 ( [cTBi]) 

(OJ [cTBB] 

the system stiffness matrix 

[Ks]= 

{,fT} {4,} 

[KTT] [KTt] 

I {'1A} I {'1m} I 
[OJ (OJ 

[TAT] [c1A] [OJ 

[cAA] [cAm] 

[cmA] [cmm] 
+ [TsA] fcABt] 

0 row4 ( [c As1]) 

[OJ [cABB] 

{t!A} {91m} ef'H 

[OJ [OJ {O} 

[KtT] [Ku] [TAT] [KlAJ [OJ {O} 

[OJ [OJ [KAA] [KAm] {O} 

[OJ [OJ [KmA] 
[Kmm] 

{O} 
+ [TsA] [KAm] 

0 0 0 row4 ( [KAm]) K1H 

(OJ [OJ [OJ [KAss] {O} 

if'H 
{O} 

{O} 

[OJ 

[TsA] { cJ18i} 

C1H 

+row4({cJ81 }) 

{0Jss} 

{~s} 

[OJ 

(OJ 

(OJ 

[TsA] [K1s] 

row4 ( [K1s]) 

[Kss] 

109 

I {~s} 
(OJ 

[OJ 

[OJ 

[TsA] [c1s] 

row4 ( [cis]) 

[css] . 

(6.5.4) 

(6.5.5) 
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and the system geometric stiffness matrix 

[K0s] = 

{,fT} I {,f,} I {~A} I {,jm} 

(0) (0) (0) (0) 

(OJ (o] (0) (0) 

(0) (0) (0) (0) 

(0) [KgTA] (OJ [KgAA] 
0 {KgTH}T 0 {KgAHt 

(OJ [KgTB] (OJ [KgAB] 

I sfH I {,Js} 
{O} (0) 

{O} (o) 

{O} (OJ 

{KgHA} [KgsA] 
KgHH {KgBH }T 

{KgHB} [K11ss] 
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{6.5.6) 

The geometric stiffness submatrices are not listed. Their derivation is based on the consider
ations in Sec. 5 and specifically Eq. 5.3.18. 

The system load combines to 

{Fs} = 

{FtT} 
{ FftE} + [TAT] { Ff1E} - [TAT] { Ff56At} 

{FfA}-{F~A} 

{ FfmE} - { F4i,Am} + [TBA] { FltE} - [TBA] { Ff56Bl} 

row4( { FBIE}) - row4( { Ff56Bt}) 

{ FIBE} - { Ff56BB} 

(6.5.7) 

The program includes only the external loads on the blades { FIBE}, combined of the gravity 
load as derived in Sec. 4.12 and the aerodynamic load as derived in [Part 2, Sec. F]. 
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7 Solution procedures. 

The mathematical model has resulted in a computer program written in Fortran 77. This closely 
follows the mathematical model and therefore a detailed description is omitted. The program 
allows for calculation of eigensolutions and time integration of the equations of motion. 

The eigensolutions are found by a two step procedure. The first step involves calculation of 
eigenfrequencies by use of the Sturm-sequence property for symmetrical matrices and the 
method of bisection [M6, pp. 157-162]. The symmetric form of the equations of motion is 
established ( see Sec. 5) including geometric stiffness ( centrifugal stiffening) and the eigenso
lutions are calculated. These eigenvalues are then used in the second step as starting values 
in an inverse iteration performed on the nonsymmetric eigenvalue problem of the substructure 
formulation. The procedure works well as demonstrated in Sec. 8. 

The time integration is performed by use of the Newmark implicit integration scheme [Bl, pp. 
549-552]. The sequence in the integration is shown in the diagram of Fig. 19, where also the 

START 

Initial 
conditions 

Calculate 
induction 

Update EOMs. 
Geometry: 

Rotor angular position: 0 
Tower top:{ 0~,} 
Yaw: 0fN 
Shaft end: { 0jm} 
Teeter: 0fln 

Calculate loads. 

Integration 
Newmark 

No 

Displacement: { q} 
Velocity: { q} 
Acceleration : { q} 

Equilibrium? Yes 

No 
Yes 

t = t + 6.t 

Figure 19: Solution of equations of motion. 

STOP 

step concerning updating of the geometry is shown. Due to the time dependent coefficient 
matrices, it is necessary to perform iterations in order to obtain equilibrium at each time step. 
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The Newton-Raphson iteration scheme is used (Bl, pp. 490-491). In genral no convergence 
problems arise when just an appropriate time step is chosen. 
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8 Results. 

To illustrate some of the abilities of the model, simulations have been carried out on a three 
bladed rigid hub turbine. Initially the model parameters are established from known geometry 
and material parameters. A final adjustment of the model is carried out so that agreement 
is obtained between the measured and the model eigenfrequencies for the fundamental mode 
shapes. 

The presented results concentrate on the dynamic characteristics. Initially, examples of deter
ministic response are presented. Due to omission of the tilt in the simulations and uncertainty 
on the tower interference and aerodynamic models, a realistic comparison of the shape and 
size of the deterministic response would require some transformations and adjustments and 
this tedious work has been avoided. Still, the comparison of the dynamics of the deterministic 
response is justified when only the relative distribution of energy on the frequencies, and not 
the actuel energy content, is compared. 

Next, simulations including turbulence are compared with measurements. Again, the distribu
tion on frequencies of the energy is the only characteristic where agreement can be expected, 
when the above mentioned adjustment of parameters have not been accomplished. 

In all the simulations the gravity has been omitted in the model in order to elucidate the 
dynamics in the response variables, which otherwise would be dominated by the gravity. 

8.1 Main data for the reference wind turbine. 

The wind turbine used for the preliminary comparison of simulation results with measurements 
is the 180 kW Danwin [Rl] of the stall regulated type. The main data for the turbine are listed 
in Table 1. 

Finite element model. 

A total of 14 elements have been used for the finite element model, corresponding to 84 
degrees of freedom. The distribution of elements on the substructures and the node location 
in substructure coordinates are listed in Table 2. 

Eigenfrequencies and mode shapes. 

Initially, the fundamental eigenfrequencies and mode shapes have been calculated for the non
rotating turbine and the model parameters adjusted at the same time, in order to obtain 
agreement between the model and the measured eigenfrequencies. The tower model is based 
on the drawings. The blade model has been established with recourse to a similar model set 
up at the Test Station for Windmills at Ris-. The shaft dimension is the basic parameter 
when the shaft-nacelle substructure is modelled. Final addition of mass and mass moment of 
inertia at the tower top node brings the frequencies to agree within approximately 2%. The 
centrifugal stiffening (geometric stiffness) is included when the simulations are carried out. For 
this case, the five lowest eigenfrequencies and the corresponding mode shapes are described 
below with reference to Fig. 20. Because the dominating displacements take place in the x

and y-directions, due to the slender tower and blade substructures, only the tower top and the 
blade tip displacements in the horizontal plane are reproduced in this description. 

The rotor azimuthal position is with blade No. 1 vertical upward, i.e.(} = 180 deg. The angular 
velocity of the rotor is w = 4.95 rad/sec corresponding to 47.3 RPM. 
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Table 1: Main data for Danwin 180 kW. 

Rotor. Rotor diameter: 22.2 m 
Number of blades: 3 
Position of rotor: Upwind 
Rotaional speed: 46.5-47.5 RPM 
Cone angle : 0 deg 
Tilt angle: 5 deg 
Pitch angle : -0.4 deg 

Blade. Glass fibre reinforced polyester. 
Fundamental flapwise freq. : 3.2 Hz 
Chord at radius 2.2 m. : 1.445 m 
Chord at radius 11.1 m. : 0.565 m 
Twist: 16 deg 
Thickness variation : 32.0%-13.2% 
Total mass: 650 kg 
Center of gravity, radius : 3.12 m 
Mass moment of inertia : 11500 kgm:.i 

Tower. Tapered tubular, steel. 
Height: 29.8 m 
Diameter at top : 1.24 m 
Diameter at foundation : 2.10 m 

Below, the number following the eigenfrequencies in parenthesis is the percentage increase due 
to the centrifugal stiffening. The mode shapes have been normalized. The units are [m]. 

Mode 1. 

Eigenfrequency = 0.886 Hz ( +l.84%). 
Mode shape displacements at tower top and blade tips: 

UT= 
X 3.616E-12 UT= 

y l.167E-02 

UB -lx - -l.456E-13 uB -ly - l.722E-03 

UB -2x - 2.331E-05 uB -2y - l.619E-03 

UB -3x - -2.331E-05 uB -3y - l.619E-03 

It is characteristic for the mode that the deformations are mainly in the y-direction and that 
the tower top and blade tips are in phase. As regards the tower, the mode is comparable with 
the fundamental tower mode without rotor. 
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Table 2: Finite element model. 

Node Node coordinates m). 
Substructure. number. X y z 
Tower. 1 0.000E+oo o.oooE+oo -l.070E+0l 
3 elements. 2 0.000E+oo o.oooE+oo -l.870E+0l 

3 0.000E+oo 0.000E+oo -2.770E+0l 
Shaft. 4 0.000E+oo -1.sooE+oo 0.000E+0l 
2 elements. 5 0.000E+oo -2.oooE+oo 0.000E+0l 
Blades. 6 0.000E+oo 0.000E+oo 2.200E+oo 
9 elements, 7 1.9osE+oo o.oooE+oo -1.l00E+oo 
3 per blade. 8 -l.905E+oo 0.000E+00 -1.l00E+oo 

9 0.000E+oo o.oooE+oo 6.650E+oo 
10 s.759E+oo 0.000E+oo -3.325E+oo 
11 -5.759E+oo 0.000E+oo -3.325E+oo 
12 0.000E+oo 0.000E+oo 1.U0E+0l 
13 9.613E+oo 0.000E+oo -5.ssoE+oo 
14 -9.613E+oo 0.000E+oo -5.ssoE+oo 

Mode 2. 

Eignefrequency = 0.888 Hz ( +1.85%). 
Mode shape displacements at tower top and blade tips: 

UT= 
X 

l.169E-02 UT= 
11 

-2.345E-13 

B - -4.706E-04 uB - -3.461E-14 U1x - 111 -

UB -2x - -9.455E-05 uB -211 - -4.452E-06 

uB -3x - -9.455E-05 uB -311 - 4.452E-06 

The deformations are mainly in the x-direction and the tower top and the blade tips are in 
phase. This mode is tower dominated as it is the case with mode 1. This fact is also reflected 
in the almost identical eigenfrequencies. 

Mode 3. 

Eignefrequency = 2.67 Hz ( +7.66%). 
Mode shape displacements at tower top and blade tips: 

UT= 
X -7.739E-04 UT= 

11 
-7.047E-18 

UB -Ix - -8.602E-04 uB -111 - 4.012E-16 

UB -2x - -3.094E-04 uB -
211 - -l.006E-01 

UB -3x - -3.094E-04 uB -311 - l.006E-01 

The deformations are mainly in the x-direction and the tower top and the blade tips are in 
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Rotor azimuthal position: 
() = 180 deg. 

Figure 20: Coordinates for fundamental mode shapes. 
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counter phase in this direction. The tower is in a torsional motion (yaw). Blade 1 is almost at 
rest while blade 2 and 3 are in counter phase with respect to displacement in they-direction. 
The rotor mode is often referred to as the asymmetrical mode. 

Mode 4. 

Eignefrequency = 2.78 Hz ( +8.59%). 
Mode shape displacements at tower top and blade tips: 

UT= 
X 

2.682E-18 UT= 
y 7.776E-04 

uB -lx - -5.448E-18 UB -ly - l.182E-01 

UB -2x - -2.762E-04 UB -2y - 6.455E-02 

uB -3x - 2.762E-04 UB -3y - 6.455E-02 

The deformations are mainly in the y-direction. The tip ends of blade 2 and blade 3 are in 
phase with the tower top and blade 1 is in counter phase. The tower is in a bending motion 
(tilt). This rotor mode is also referred to as an asymmetrical mode. In fact, if the rotor was 
considered as an isolated structure, the rotor mode from mode shape 3 and this one correspond 
to a double eigenfrequency of the rotor. 
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Mode 5. 

Eignefrequency = 3.39 Hz ( +8.65%). 
Mode shape displacements at tower top and blade tips: 

UT= 
X 7.790E-18 UT= 

y -2.132E-03 

UB -lx - 1.909E-17 UB -ly - 1.118E-01 

UB -2x - -4.863E-05 uB -2y - l.063E-01 

UB -3x - 4.863E-05 UB -3y- l.063E-01 

The deformations are mainly in the y-direction. The blade tip ends are in counter phase with 
respect to the tower top. The eigenfrequency is close to the blade eigenfrequency. 

8.2 Simulation of deterministic response. 

The deterministic response has been simulated in a mean wind speed of 12 m/s, i.e. no 
turbulence is present. The wind shear corresponds to a surface roughness of 0.05 m. Two 
simulations have been run with and without tower interference represented, respectively. Wind 
shear is present in both cases. 

The simulation is initiated with the structure static deflected, corresponding to the steady wind 
load, with blade 1 in zero azimuthal position. Initial deformation velocities and accelerations 
are zero. Therefore, the first revolutions show some transient response. The structural damping 
is set rather arbitrarily to approximately 5% of critical. 

Generally, reasonable agreement is observed as regards the order of magnitude of measured and 
simulated response. In Fig. 21 the flap wise blade bending moment at radius O m is shown. The 
most dense curve with the square legends shows the response moment with tower interference 
included. It is evident that the blade dynamics is heavily influenced by the impulse from the 
tower. The lighter curve shows the response due to pure wind shear. The saw tooth is the signal 
corresponding to azimuthal position. A discrete Fourier transform (OFT) of the response shows 
the distribution of energy on the frequencies in Fig. 22. The peaks are at multiples of the rotor 
rotational frequency (lP = 4.95 rad/sec). The 4 first peaks are comparable in size, while the 
following peaks are significantly smaller. An equivalent analysis of a measured response [Rl, 
p. 39) is shown in Fig. 23, where the same tendency can be observed. The reason for the 
discontinuity in peak heights at 4P is that the blade fundamental flap wise eigenfrequency is 
close to 4P. 

The flap wise response with only wind shear present has been analysed in the same way. The 
result is shown in Fig. 24 where the energy is concentrated around the lP frequency. 

A similar analysis has been carried through for the blade moment in the lead lag direction. 
The simulated time response is shown in Fig. 25 and the Fourier transform in Fig. 26. An 
increase in the harmonic peaks around 6P is observed, due to the higher eigenfrequency of the 
blade in the lead lag direction. Measured results are not presented, but they show the same 
tendency (Rl, p. 61). 

The present treatment of the simulated deterministic response is concluded with presentation 
of some time series showing deformations and resulting loads corresponding to important 
degrees of freedom. 
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Figure 21: Blade flap wise bending moment. Deterministic. 
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The deflection of the blade tip in the x- and y-direction is shown in Fig. 28. The shape and the 
dynamic characteristics are very similar to the blade root moments described initially. In Fig. 29 
some of the tower top deformations are shown. Generally, the transient response has died out 
after approximately 10 rotor revolutions. For deformations in the wind direction even before 
due to the aerodynamic damping. The tower top displacement in the across wind direction 
(u;Tt) is clearly lower damped than the displacement in the along wind direction (u;Tt)· The 
3P harmonic is observed in all the tower top signals. The DFT of the across wind displacement 
in Fig. 27 is presented as an example. Further, in this signal the lowest mode eigenfrequency 
is clearly present (0.88 Hz) due to the low aerodynamic damping in this direction and the 
harmonic input from lP = 0.79 Hz. The lowest peak corresponds to the eigenfrequency and 
not lP. The significant, higher harmonics are multiples of 3P. The rotor loads, thrust (F;i,t), 
tilt moment (M;'Tl) and yaw moment (M;Tt), and further the power (P) presented in Fig. 30, 
show the same characteristic 3P content. These observations are in good agreement with the 
measurements. 

8.3 Simulation of stochastic response. 

A simulation has been carried out with the purpose of comparing with measurements and of 
illustrating the influence of turbulence on the response. The simulation parameters are chosen 
in agreement with the immediately available corresponding parameters for a measurement 
carried out in a mean wind speed of 8.1 m/s. Representative response characteristics of the 
simulation results are compared with the measured. The turbulence length scale has not been 
adjusted to the actual measured but is chosen to 150 m, which is known to be typical for the 
test site for similar conditions. The standard deviation of the measured wind speed is 1.04 m/s 
at hub height, corresponding to a turbulence intensity of 12.5%. Only flap wise blade bending 
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Figure 22: DFT of blade flap wise bending moment. Deterministic. 

moment at radius 0.47 m is presented in the comparison. 
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The measured signal is sampled at a frequency of 25 Hz, and 8192 samples covering a time 
period of 328 secs are used. As mentioned previously, only the relative distribiution of energy 
on the frequencies and not the energy amount can be expected to agree when adjustment of 
the wind field model and the aerodynamic model has not been accomplished, and the actual 
energy content is not considered. 

The simulation period covers a time period 52 secs with a sample rate of 39.4 Hz giving a 
total of 2048 samples. It corresponds to 50 samples per rotor revolution. 

Initially, the blade root moments are compared, and the section concludes with a presentation 
of some characteristic response variables. 

Fig. 31 and 33 show a 12 secs interval of the simulated and the measured blade root flap wise 
moments, respectively. The shapes of the time signals are very much the same. This is also 
reflected in the dynamic content, as shown in the PSD plots for the two signals in Figs. 32 and 
34, respectively. The harmonics of the rotor angular frequency are clearly present. Partly due 
to the tower interference, as previously observed for the deterministic signal, but further the 
rotational sampling of turbulence influences the peaks. The simulated signal peaks are located 
at slightly higher frequencies than the measured, due to a too high rotational frequency in the 
simulation. The peaks of the simulated PSD are more distinct. Especially the measured 3P 
and 4P peaks are more "smeared out" than the simulated. Probably, this is mainly due to the 
time varying rotational angular velocity of the rotor, caused by the slip in the asynchronous 
generator. For the power variations appearing during the considered measurement period, the 
corresponding slip is approximately 1.5%. At the same time structural eigenfrequencies are 
close to the rotaional harmonics 3P and 4P and the energy "smear out" can be expected. 

The influence of the rotational sampling of the turbulence on the wind speed felt by the blade 
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Figure 23: Fourier series resolution of measured signal. 
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is shown in Fig. 36, where the PSD of the sampled turbulence at the blade tip is presented. 
The energy is shifted from lower frequencies to harmonics of the rotational frequency. A time 
signal of the sampled turbulence is shown in Fig. 35. Some wind speed variance is lost during 
the simulation. The target spectrum has a variance of 1.1 (m/s)2 while the sampled turbulence 
variance has decreased to 0.6 (m/s)2

• The explanation for this is partly the limited simulation 
time but also inherent in the turbulence simulation model as mentioned in [Part 2, Sec. F]. 

Other simulation variables are presented below in order to give a more complete picture of 
the dynamic response. In Fig. 37 some tower top deformations are shown. The PSD of the 
across wind tower displacement ( u;Tt) is shown in Fig. 40. The lowest eigenfrequency (0.88 
Hz) is again very significant in this signal. But generally, the 3P content is dominating for 
these deformations as it was the case for the deterministic response. Again it is observed that 
the damping in the along wind direction is higher than in the across wind direction. 

In Fig. 38 the blade tip deflections are shown. Influence of the tower interference is still very 
clear. The relative energy distribution on frequencies is comparable to what is seen for the 
blade root response. 

Simulated signals corresponding to rotor loads and power are shown in Fig. 39. In general, 
these variables are comparable with the corresponding signals for the deterministic response 
with tower influence included. The PSD of the yaw moment is shown in Fig. 41. The 3P 
harmonic is dominating. 

The preliminary simulation results presented above show in general a reasonable agreement 
with corresponding measured results and experience. Allthough the material is rather limited 
and covers a wind turbine of the "rigid type" it is concluded that satisfactory model represen
tation of the most important dynamic effects is achieved. 
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Figure 24: DFT of blade flap wise bending moment. Deterministic without tower shadow. 
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Figure 26: DFT of blade lead-lag wise bending moment. Deterministic. 
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Figure 31: Blade flap wise bending moment. Simulated, stochastic. 
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Figure 33: Blade flap wise bending moment. Measured. 
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Figure 40: DFT of tower across wind displacement. Simulated, stochastic. 
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9 Conclusion. 

With the purpose to develop a tool which can support the choice of level of refinement in 
response calculations for horizontal axis wind turbines, a mathematical time domain model 
has been derived, and a corresponding computer program has been written. 

The work concentrates on the representation of the inertia loads in the model. Depending on 
the stiffness of the structural elements, the appropriate model can be more or less simplified, 
in that the aim always is to use the simplest possible model that still provides the appropriate 
answer for use in designing the structural elements with the wanted safety. Therefore, the 
inertia loads have been represented in the model in a form which makes it possible to identify 
and isolate effects from selected degrees of freedom. If these effects are negligible the model 
can be simplified accordingly by omitting the degrees of freedom in question in the inertia 
expressions. 

For one choice of degrees of freedom, expected to correspond to what would be important 
for the next generation of more flexible wind turbines, the final model equations have been 
derived and programmed. Only very limited linearizations of the kinematic terms have been 
introduced. With this model, time simulations have been carried out and the results used in 
preliminary comparisons with measurements. Good agreement has been found. Allthough the 
comparison covers a rather stiff turbine, it can be concluded that the model representation of 
the basic dynamic effects is satisfactory. 

The more exciting testing of the model, when used on more flexible structures, still remains. If 
the work could be continued, a natural line to follow would be to concentrate on investigation 
of the next generation wind turbines of more flexible design. The model could then be optimized 
by including exactly the inertia loads which are important for the actual design. 

In its present form, the model is well suited for supporting the development of the less com
plicated design tools and for providing information of the limitations of these tools as regards 
their ability to incorporate the inertia loads. 
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A Notation. 

The notation used in this report is explained below. All symbols are explained in the report, 
where they appear for the first time. The symbols that are used mainly in connection with 
local derivations, are not repeated in the present listing. Below, the general notation, used 
mainly for vectors and matrices, is explained in the first subsection. In the second subsection, 
the symbols are listed, and finally the meaning of important indices are explained in the third 
subsection. 

A.1 General about vector and matrix notation. 

{a} Column vector. 

[A] Rectangular matrix. 

The information which is related to the vector and matrix indices is explained next. 

Meaning of vector indices. 

The upper index refers to the coordinate system which is used as ref
erence for the vector components. This index is always used when it is 
important to apply the correct coordinate reference. 
The lower index or indices, as the B symbolizes the total lower right 
index which may be more than one character, is a part of the name. 
The only exception is the lower double index for the angular velocity 
vector mentioned next. 

The lower indices refer to hYO coordinate systems, the B- and the C
system. The vector represents the angular velocity of the B-coordinate 
system relative to the C-system. The opposite sequence of the indices 
is equivalent to a change of sign for the vector. The upper index refers 
to reference coordinate system as explained above and may be any 
system available. 

Vector related to finite element No. i. 

Vector related to node No. i on substructure S. 

Meaning of matrix indices. 

[TAB] The matrix represents a coordinate transformation matrix. The lower 
inices indicate that the transformation is from the A- to the B
coordinate system. 

[iA] Matrix related to finite element No. i. 

General symbols. 

a, {a} 

a' 

Differentiation with respect to time. 

Differentiation with respect to position. 

Transpose of vector and matrix. 

Inverse matrix. 
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A.2 Symbols. 

{ asc} Component of acceleration vector for point on substructure S, solely 
dependent on degrees of freedom outside the substructure. 

A Cross sectional area. 

[A] Inertia coefficient matrix to position vector. 

[B] Inertia coefficient matrix to velocity vector. 

c Length of profile chord. 

[C] Inertia coefficient matrix to acceleration vector. 

[C] Damping, Coriolis or gyroscopic matrix. 

[C9] Gyroscopic matrix. 

Cv Profile drag coefficient. 

CL Profile lift coefficient. 

[Ca] Structural damping matrix. 

[Csc] Coriolis matrix for element on substructure S. 

C1n Teeter damping. 

{ ei} Coordinate axis unit vector, i = 1,2,3 or i = x,y,z. 

E 

E 

{fp1} 

{F} 
{F1s} 

{F4s} 

[Fs] 

[F6] 

{g} 

G 

x, y-components for shear center in element coordinates. 

Modulus of elasticity. 

Energy. 

Components of distributed force. 

Finite element interpolation function No. i corresponding to coordinate 
direction a, a= x,y. 

Inertia force on particle of infinitesimal volume. 

Node load vector. 

Node inertia load for element on substructure S. 

Inertia vector for substructure S. 

Mass matrix. 

Mass matrix. 

Gravity. 

Modulus of elasticity in shear. 

Principal area moments of inertia. 

Torsion constant. 

General inertia matrix. 

Form factor for shear. 

Stiffness matrix. 

Geometric stiffness matrix. 
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A.2 Symbols. 

[Ka] Structural stiffness matrix. 

[Ksr] Softening matrix for element on substructure S. 

K1H Teeter stiffness. 

£ Element length. 

fshaft Shaft length. 

m Mass per unit length. 

mx, my, mz: Components of distributed moment. 

[ M] Mass matrix. 

[Mii] Mass matrix corresponding to rigid body translation. 

[M8] Mass matrix corresponding to rigid body rotation. 

[N(z )] Finite element interpolation matrix. 

[NsB(z)] Finite element interpolation matrix corresponding to inclusion of cou
pling between bending and torsion. 

[NT(x, y)): Matrix, transforming between principal axes deformations and local 
deformations on cross section of finite element. 

{ Qss} Displacement vector corresponding to degrees of freedom for inner 
nodes (not on the boundary) of substructure S. The number of com
ponents is 6x(number of nodes). 

{qs} 

{rt} 

{r12} 

{rp(x,y)}: 

{rso} 

{rs} 

{ss} 

6 component node displacement vector for shaft end node No. m. The 
displacements are 3 translations and 3 rotations. 

12 component node displacement vector for finite element on substruc
ture S. The displacements are 3 translations and 3 rotations at each 
of the two nodes. 

6 component node displacement vector for tower top node No.£. The 
displacements are 3 translations and 3 rotations. 

Substructure position vector to local node No. 1 for finite element. 

Vector from local node No. 1 to local node No. 2 for finite element. 

Vector in cross sectional plane of finite element from the elastic axis 
to infinitesimal volume. 

Position vector from tower foundation (node Tl) to point on substruc
ture S. 
Position vector from origin of substructure coordinate system ( S) to 
point on the substructure in the undeformed state. 

y-coordinate for center of mass. 

Radius of inertia with respect to x-axis (measured in y-coordinate di
rection). 

Radius of inertia with respect to y-axis ( measured in x-coordinate di
rection). 

x-coordinate for center of mass. 

Position vector from origin of substructure coordinate system (S) to 
point on the substructure in the deformed state. 
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A.3 Indices. 

t Time. 

{us} 3 component vector of translations at node on substructure S. 

{ uim} 3 component vector of translations at shaft end node No. m. 

{ ufl} 3 component vector of translations at tower top node No. f. 

uis Component of { us}, i = 1,2,3 or i = x,y,z. 

W Work. 

x Coordinate axis. 

xs, Ys, zs : Coordinate axes belonging to system defined for substructure, coupling 
node, specific intermediate orientation of structural element or finite 
element, each identified by the corresponding index substituted for S. 

y 

z 

ha 

c 

'f/x, 'f/y 

0 

()pitch 

{0s} 

{o:tm} 
{oft} 
0is 

0fA 

0{1H 

OfN 

0fR 

w 

{wAB} 

(!i 

(!x, (!y 

Coordinate axis. 

Coordinate axis. 

Virtual displacement or corresponding variation in energy or performed 
work, a= u, 0, W or E. 
Normalized coordinate along z-axis of finite element. 

Ratio between element bending and shear parameters corresponding to 
principal bending axis. 

Rotor azimuthal position (OfA also used). 

Profile pitch angle. 

3 component vector of rotations at node on substructure S. 

3 component vector of rotations at shaft end node No. m. 

3 component vector of rotations at tower top node No. £. 

Component of {0s}, i = 1,2,3 or i = x,y,z. 

Rotor azimuthal position (0 also used, 2A: YA-axis). 

Teeter rotation ( 1 H: x 8 -axis). 

Yaw rotation (3N: ZN-axis). 

Tilt angle (IR: XR-axis). 

Angular velocity of rotor. 

Angular velocity of A- relative to B-coordinate system. 

Density of material for element No. i. 

Scalar function of ratio between element bending and shear parameters 
("Ix, 'f/y) corresponding to principal bending axis. 

A.3 Indices. 

A Shaft substructure coordinates. 

Am Shaft node No. m, coupling node to blades. 
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A.3 

Al 

B 

Bn 

Bl 

Ei 

N 

R 

R* 

s 
s 
S' 

T 

T' 

Tl 

Tl 

Indices. 

Shaft node No. 1, coupling node to tower. 

Blade substructure coordinates. 

Blade node No. n, highest numbered blade node. 

Blade node No. 1, coupling node to shaft. 

Blade element coordinates for element No. i. 

Yaw rotation coordinates. 

Tilt angle coordinates. 

Tilt angle coordinates parallel displaced to shaft end. 

Substructure, S = T, A or B. 

System equations. 

Shaft end elastic deformation coordinates. 

Tower substructure coordinates. 

Tower top elastic deformation coordinates. 

Tower node No. l, tower top. 

Tower node No. 1, foundation. 
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B Formal representation of the blade inertia load 

In the following a simplified expression for the blade inertia load is established, meant for use 
in the comparison with other models and in general for providing some insight in the present 
model. 

Allthough the kinematic analysis in the present model includes deformation degrees of freedom 
(DOFs) at the shaft end and the teeter DOF as well as the yaw DOF at the tower top, only 
the tower top deformation DOFs will be included in the following survey and the azimuthal 
angular velocity is assumed constant, in order to keep the expressions in a reasonably clear 
form. 

In order to prevent the reader from being too confused about the matrix and vector notation, 
it should be noted here that the notation in the following Eq. B.0.1 is not important for 
the considerations in this section. The notation is only retained here in order to maintain 
consistency with the sections which treat the general analysis. 

The node inertia force from Eq. 6.3.9 for finite beam element No. i corresponding to the 
inclusion only of the tower top DOFs is expressed by 

{iFfB} - - [iMB] {itiZ}- [iCBc] {i4N}- [iKB1] {iqN} 
-({jFTfB} + {jFCOfB} + {jFco:B}) 

- ( [iFT24B] + [iFT2sB] + [i FT26B] + [i F F6B]) { of l} 

-([iFTlsB] + [iFT16B] + [iFE6B]) {oft} 
- [iF D6B] { uft} 

A dot over a variable indicates differentiation with respect to time. 

With t denoting the time, the degrees of freedom are 

{qi} = { <'8 ( t)} a 12 component column vector of node displacements for 
a finite element on the blade, as indicated by the lower 
index B. The vector coordinates are with reference to the 
blade substructure coordinate system, as indicated by the 
upper index B. The displacements are 3 translations and 3 
rotations at each of the two nodes. 

a 3 component column vector of translations at the tower 
top node as indicated by the lower indices, where T means 
that we deal with tower DOFs and f is the node number. 
The vector is with reference to the tower substructure co
ordinate system, as indicated by the upper index T. 

a 3 component column vector of rotations at the tower top 
node. The indices are equivalent to those for the tower top 
displacement just mentioned above. 

(B.0.1) 

As finite rotations cannot be expressed by a vector (see Sec. 2.1) it is necessary to impose 
limitations on the rotational degrees of freedom. The rotations must be small (strictly speaking 
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infinitesimal) in order to make the vector representation valid. In the present substructure 
representation it is sufficient to require, that the local rotations relative to the substructures 
are small. This means that the model is still able to work with non-infinitesimal, but still 
limited, rotations on the blade as measured relative to the fixed frame of reference, i.e. the 
tower support. 

All matrices and vectors in Eq. B.0.1, except the mass matrix, are time dependent. This 
dependence is not stated explicitly below, unless it can help in clarifying the actual context. 

It is the intention to write matrices and vectors formally as functions of degrees of freedom 
and geometric and material parameters. 

With "formal" is here meant, that the introduced functional relations are not functions strictly 
in accordance with usual mathematical conventions, but rather a listing of the independent 
variables as arguments to the function in question. The purpose is only to show in a clear 
form, which DOFs and parameters the actual coefficient matrix or inertia-vector depends on. 

One such formal function to be introduced is 

{B.0.2) 

with the independent variables being material parameters and geometric parameters for element 
No. i, (lower index i). This function is thus used to express, that the matrix or vector in question 
depends on these parameters, allthough the functional relationship may be different in different 
contexts. 

The parameters in Eq. B.0.2 have the following meaning (omitting the element number i) 

f! mass density. 

E modulus of elasticity. 

G modulus of elasticity in shear. 

and the geometric parameters are 

Sx, Sy 1st mass moment about x- and y-axis, respectively. 

Ix, ly mass moment of inertia about x- and y-axis, respectively. 

kx, ky form factor for shear related to forces in x- and y-direction respectively. 

eax, eay coordinates for shear center. 

f length of beam finite element. 

The influence of transformation between the element coordinate system and the blade coor
dinate system, which depend on three direction cosines, is simply expressed by the functional 
symbol 

de = de ( direction cosines) 

Further, the following symbols are used below, apart from the DOFs listed above 

is the azimuthal position of the rotor. 

is the angular velocity of the rotor, which is assumed con
stant. 

(B.0.3) 
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r = 1, 2, 3, 
s=l,2,3,and 
m = 1,2,3 

are lower indices, which correspond to the coordinate axis 
x, y, or z, along which the component in question has been 
resolved. In general these indices are independent, so they 
assume all combinations of values. Repeated indices are 

fshaft 

rm12 

also independent and do not imply summation. 

is the shaft length, equivalent to the distance from the tower top to 
the hub. 

is the m th component of the vector from node 1 to node 2 of the beam 
finite element, with reference to blade substructure coordinates. 

is the m th component of the vector from the origin of the blade coor
dinate system to node 1 of the beam finite element, with reference to 
blade substructure coordinates. 
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In the example calculation in Sec. 6 a limited linearization has been introduced in order to limit 
the number of terms in the integrated model, which also includes shaft and teeter DOFs. A 
detailed description of this linearization is given in Sec. 6. In the terms below this linearization 
has been omitted. 

By use of the definitions above, the matrices and vectors from Eq. 8.0.1 are now formally 
written as functions of degrees of freedom and geometric and material parameters. 

The mass matrix, 
The coefficient matrix to { qz} is the mass matrix for a beam finite element 

(B.0.4) 

The matrix is composed solely of geometric and material parameters, in accordance with the 
principles chosen to transform the inertia loads to the nodes. 

The Coriolis matrix. 
The coefficient matrix to { 4B} is denoted the Coriolis matrix 

(B.0.5) 

The matrix is skew-symmetric and the inertia force represents the inertial damping due to the 
local deformation velocity. 

The softening matrix. 

The coefficient matrix to { ~} is denoted the softening matrix 

(B.0.6) 

The product of the stiffness like matrix and the DOF-vector accounts for the inertia force 
depending on change in local position. Due to the fact that the inertia force has the same sign 
as the deformation, the resulting effect is a softening, hence the name "softening matrix" of 
the coefficient matrix. 
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The inertia-vector. 

The line of Eq. B.0.1 composed of vectors are combined to one formal vector function as 
follows 

-{iFB} = 

-( {iFTfB} + {iFCOfB} + {jFco:B}) 

- - {jFB (w2,wO;Tt, O;Tt~/;Tl, 0, tl;Tt, O;TlJ;Tt, rm12, rm1, ihe, de)} (B.0.7) 

No general attempt shall be made here to relate these rather complicated expressions for inertia 
force to terms usually applied in the area, but a few notes shall be made about dominating 
terms. 

The vector accounts for the dominating centrifugal force from thew-rotation of the blades. 
Further the vector contains terms which give rise to damping, those dominating usually includ
ing the factor wiJ;Tl· The damping terms are part of what is often denoted gyroscopic damping. 
It would be possible to extract the latter terms and include them in the [C0]-matrix described 
below. Considerations, regarding the final form, concern subjects such as computational effi
ciency and extent of work needed to prepare an actual representation of the equations. The 
extraction is a matter of algebraic manipulations, which in itself is straightforward, allthough 
rather involved. However, the resulting expressions might well require more basic arithmetic 
operations for evaluation than the original expression. The quality of the solution is usually 
not influenced by the actual choice here, at least not as long as numerical stability can be 
achieved. 

[M9], coefficient-matrix to { Ott}· 
The sum of matrices, constituting the coefficient to { iift}, is combined to one formal matrix 

-([iFT24B] + [iFT2sB] + [iFT26B] + [iFF6B]) 

- [Mo (0,o;Tt,fshaJt,rm12,rm1, ihe, de)] (B.0.8) 

This term accounts for the inertia force resulting from rigid body accelerations of the beam 
finite element due to angular accelerations at the tower top. 

[C0], coefficient-matrix to { iJFt }. 

Following the same recipe for the next term in Eq. B.0.1, the sum of matrices, constituting 
the coefficient to {Oft}, is combined to one formal matrix 

- [iCo] - -([iFTisB] + [iFTI6B] + [iFE6B]) 

- [co (w,O;Tt,0,0;Tt,0:'Tt(J':Ttifshaft,rm12,rm1, ihe, de)] (B.0.9) 

This term accounts for one part of the inertia force resulting from products of angular velocities. 
Another comparable contribution is embedded in the inertia vector {iF8 }, as mentioned above. 
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Because more than one rotating frame of reference is involved, the expressions in the matrices 
above are composed of products of 4 different angular velocities, and the realtions to the well 
known case with one rotating frame of reference is no longer obvious. For that reason no 
further attempt shall be made to clarify the origin of the terms by comparing with the simpler 
case, only should it be mentioned that the effect of this inertia force will be a damping, which 
is often denoted gyroscopic damping. 

[Mu], coefficient-matrix to { uft}· 
The coefficient matrix in the last term of Eq. B.0.1 is formally written 

(B.0.10) 

This term accounts for rigid body translational acceleration of the beam finite element due to 
translational acceleration at the tower top. 

Final expression for inertia force. 

After introduction of these formal expressions m Eq. B.0.1 we get (omitting the element 
number i) 

(B.0.11) 

It should be mentioned here, that the appearance of the elastic rotations at the tower top, O;Tl• 
in the equation, is due to the fact that the rotations are part of a coordinate transformation 
matrix, giving rise to an updating of the equations in accordance with the deformed geometry, 
quite parallel to the treatment of the azimuthal rotation 0, the only difference being, that the 
elastic rotations are part of the solution. 
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C Time derivation in rotating coordinate systems. 

The differentiation with respect to time of a position vector to a point on a rotating structure 
is addressed in this section. The vector may be a sum of position vectors defined in local 
coordinate systems, and the expression for the vector will consist of product terms of time 
dependent transformation matrices and vectors. Without loss of generality only one such term 
is considered below. The time derivative of the transformation matrix is payed special attention. 
The general expression for the transformation matrix is derived. Another important purpose 
with the derivations is to establish a unique notation which helps managing the matrices and 
vectors correctly with respect to frame of reference. 

Derivation of velocity and acceleration of a point on a rotating structure relative to an inertial 
coordinate system can be carried out basically in two different ways. Either by establishing 
the angular velocity vector of the rotating system and next use the well known vector product 
expressions for the final calculation. Or by establishing the position vector to the point in 
question and next obtain the final results by differentiation of this vector with respect to time. 
The latter method has been used in the present work, because it is found to be more safe and 
straightforward when more than one rotating frame of reference is involved. 

Below the general transformation matrix is derived for transformations of vectors between 
coordinate systems that undergo finite rotations relative to each other. Finally, the matrix 
elements are linearized. The initial position of the system is denoted the A-system as indicated 
by the upper index in Fig. 42. The final position, for example corresponding to the deformed 
state of a structural element which the coordinate system follows, is denoted the D-position. 
Intermediate positions are marked by indices B and C. As finite rotations are considered 
initially, a sequence of the rotations must be prescribed. A sequence corresponding to the Euler 
xyz-convention is applied. The name arises from the fact that all three axes are involved in 
the rotations, ([G4, pp. 143-148], [M7, pp. 101-112]). The description is therefore appropriate 
for this situation where elastic rotations may be involved, and no axis can be assigned any 
preference. 

The sequence of the rotations and the angles and axes involved in each rotation are (see 
Fig. 42) 

1. Of about the xf-axis 

2. Of about the xf-axis 

3. Of about the xf-axis 

Considering the three transformation steps, we get the corresponding transformation matrices 

where the abbreviations s for sin and c for cos have been introduced to save space. 

The total transformation from A to D is expressed by the matrix product 
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pt rotation: Of about xf 
2nd rotation: of about xf 
3rd rotation: of about xf 

Figure 42: Finite transformation angles. 

[TAv] - [Tcv] [TBc] [TAB] 

xB 1 . 
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[ cOf di'; •llt •~ ell'; + c8f sOf 
- cOf sof -sfJtsof sof + cBtcof cBtsof sof + sBtcO'i (C.0.2) 

sOf -sOfcof cotcof 

This matrix is orthonormal as rotation matrices in general, and the inverse can be found from 

(C.0.3) 

In the following derivation of angular velocity we will also need the partial transformation 

[TBD] = [Teo] [TBC] = [ 

cOfcOf 

- cOf sOf cOf 

sOf 0 

-sOfcOf l 
sOfs/Jf 

c0B 
2 

(C.0.4) 
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If the rotations are time varying, the angular velocities will also be needed to describe the 
resulting angular velocity of the fl-system relative to the A-system. 

The angular velocities of the involved coordinate systems relative to each other can be described 
as vectors as follows 

{ w!A} T = [ot' o, o] B- relative to A-system in B-coordinates 

{wgB}T = [o,of ,o] C- relative to B-system in C-coordinates 

{ w£c} T = [ 0, 0, Of] fl- relative to C-system in fl-coordinates 

I (C.0.5) 

The resulting angular velocity of the fl-system relative to the A-system in fl-coordinates is 
obtained as the sum 

where the local angular velocities have been transformed to the fl-coordinates. 

Carrying out the multiplications we arrive at 

(C.0.6) 

(C.0.7) 

A problem arising in kinematic analysis is that the time derivative is needed of a position vector 
in a rotating coordinate system (fl). The expression for the time derivative with respect to 
an inertial system (A) is the final need. The rotating position vector can be expressed in the 
inertial system by a transformation 

(C.0.8) 

where we can assume that the two coordinate systems have common origin without loss of 
generality. Fig. 42 illustrates this situation. The time derivative of the vector can now be 
obtained by differentiating in Eq. C.0.8 with respect to time, by use of the chain rule and we 
get 

(C.0.9) 

Here the left upper index refers to the coordinate system with respect to which the time 
derivation is carried out. The right upper index refers to the system to which the components 
of the vector are referenced. It is important to be aware of these characteristics of the vectors, 
when they are manipulated in algebraic expressions. The left index is omitted in the kinematic 
analysis for the model, because the time derivatives of the substructure position vectors are 
taken consistently with respect to the substructure coordinate systems, and the time detivative 
of the resulting vector is taken with respect to the inertial system, so no doubt can arise here. 
However, the right index is retained, because the basis for the vectors are frequently changed. 

The time derivative of the transformation matix is needed in Eq. C.0.9. It is found by differ
entiation of the matrix elements which yields 
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d 
-[TvA] = 
dt 

-iJB s0Bc0C 2 2 3 
-iJCc0B s0C 3 2 3 

+ /JA c(JA sOB c0c 1 1 2 3 
+iJB s0A c0B coc 2 1 2 3 
_iJC sOA s0B soc 3 1 2 3 
-/JAs0As0C 1 1 3 
+0Cc0Ac0C 3 1 3 

+ (jA sOA s0B coc 1 1 2 3 
-OB c0A cOB c0c 2 1 2 3 
+BC c0A s0B s0C 

3 1 2 3 
+iJAc0As0C 1 1 3 
+iJC s0Ac0C 3 1 3 

~ B C + 2 s02 s03 
·c B C -03 c02 c03 

0 A A B (J'i -01 c01 s02 s 3 
_/JB s0Ac0B s0C 

2 1 2 3 
-iJC sOA s0B c0c 3 1 2 3 
_iJAsOAcoc 1 1 3 
-/JCc0As0C 3 1 3 

_(jA s0A s0B soc 
1 1 2 3 
"BM B C +02 c 1 c02 s03 
~ A~ C + 3 c01 s 2 c03 

+iJAcOAcoc 1 1 3 
_iJc slJAsfJC 3 1 3 

151 

+iJBc0B 2 2 

_iJAcOAcoB 
1 1 2 

/J1! A B + 2 s01 s02 
(C.0.10) 

-i}ts0fcof 
/J1! A B - 2 c()l s02 

If the following skew symmetric matrix is formed by the components of the angular velocity 
vector from Eq. C.0.7 

[ 
0 D -wwA] -W3DA 

[wgA] D 0 W3DA -WIDA 
D D 0 -w2DA W1DA 

0 
0 A B ·c -Of cDj' s!P, + oJ' c8f ] -01 s02 - 03 

[ iJAs88 + 0° 0 
. B . C - -Of cD, "°!' - bj' s83 1 2 3 

/JA c0B s0C - (jB c0C /JA c0B c0c + (jB soc 1 2 3 2 3 1 2 3 2 3 

(C.0.11) 

it can be seen by comparison ot the single terms that the following equation is valid 

(C.0.12) 

In this expression it is important to note that the angular velocity is of the D-system relative 
to the A-system. Especially when more than two coordinate systems are present there is a 
risk that the opposite vector is chosen. The notation serves to choose the correct vector. 
An equation equivalent to Eq. C.0.12 is found in [M7, p. 108), but derived by considering 
differentials. 

The product of the skew symmetric matrix and a vector can further be written as a cross 
product 

(C.0.13) 

which can be seen easily by inspection. 

By using the two last equations, the time derivative of the position vector in the rotating 
D-system with respect to the A-system (not necessarily an inertial system) can be derived as 



C Time derivation in rotating coordinate systems. 152 

{rAA} - ~ ([TvAl) {rD} + [TvA] {rDD} 

[TvA] [ [wgAJ {rD} + {rDD}] 

- [TvA] [ { wgA} x {rD} + {rDD}] (C.0.14) 

the last line expressing the well known rule for differentiation in a rotating frame of reference. 

This equation is the recipe followed in the kinematic analysis, the starting point being the 
first line. It is often advantageous for simple systems to start with the last line. However, the 
chosen method is found to be more straightforward and safe when dealing with more than one 
rotating coordinate system. 

If the transformation matrix is expressed as a product of matrices Eq. C.0.14 is still valid. In 
this case the differentiation can be carried out by application of the chain rule so that each 
time dependent matrix in the product is differentiated in accordance with Eq. C.0.12. For 
example, if we consider the [TvA]-matrix as composed of the three transformation matrices 
defined previously, we get for the first term of Eq. C.0.14 

~ ([TvA]) {rD} = ~ ([TBA] [TcB] [Tvc]) {rD} 

- ([TBA] [w~AJ [TvB] + [TcA] [wgBJ [Tvc] + [TvA] [wgcJ) {rD} 

- [TBA] [{w~A} X {rB}] + [TcA] [{wgB} X {r0
}] + [TvA] [{wEc} X {rD}] 

(C.0.15) 

where the angular velocities of the participating coordinate systems now appear explicitly in 
the expression. 

The linearization which is necessary in the present application is finally carried out in the 
transformation matrix from Eq. C.0.7. Assuming that the rotations are small, so that the 
approximations cos() ~ I and sin() ~ () are valid, we get 

of 
1 

-Of 
(C.0.16) 

Linearization of the angular velocities is not necessary, because they are found in the model 
directly as part of the solution during the time integration. 

Tr,lt: Gnfiak Service, llIS0 
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Jf6rgen Thirstrup Petersen 

Abstract. 

1 

This supplement contains some of the most space consuming inertia matrices derived for the 
mathematical model of a horizontal axis wind turbine. One is the general inertia matrix, from 
which the mass, Coriolis and softening matrices are derived. These matrices are coefficients to 
local substructure degrees of freedom. 

Other matrices are resulting from extraction of degrees of freedom from inertia vectors, which 
originate directly from the consistent transformation of the inertia load to the nodes of the 
beam finite element. These matrices are coefficients to degrees of freedom outside the local 
substructure. They depend on the actual choice of degrees of freedom and the actual lin
earization introduced by cancelling of higher order product terms of the degrees of freedom 
and their time derivatives. The origin of the matrices is explained and some of the most 
important algebraic manipulations are shown. 

Further, the complete description of the aerodynamic model is contained in this supplement. 
A procedure for time simulation of turbulence is part of the model. 

Thesis submitted to the Technical University of Denmark in partial fulfilment of the require
ments for the degree of Ph.D. (lie. techn.). 

The thesis consists of 2 parts 

Part 1 : Mathematical Model and Results. 

Part 2 : Supplement. Inertia Matrices and Aerodynamic Model. 

References to Part 1 are given, and the notation is in agreement with the notation of Part 1. 
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D General inertia matrix for the beam element. 4 

D General inertia matrix for the beam element. 

The elements in the matrix [IiLx] are listed below. The matrix is the general expression for 
the mass, coriolis and softening matrices for the beam element, as derived in [Part 1, Sec. 
4.11]. The respective matrix is achieved by substitution of the appropriate values for the Tk1 

terms, representing the unity matrix, angular velocities, and angular accelerations for the three 
cases, mentioned in corresponding order. Only the terms upon and above the diagonal of the 
12 x 12 matrix are listed, because the terms below the diagonal can be found by the relation 
I1LX(i,i) (Tk1) = I1LX(i,i)(Tik), which means that the lower triangle can be found from the 
upper by assuming symmetry and at the same time transposing the Tk1 terms. 

l st row. 

I1LX(1,1) -Me; [ Tu ( 168011; + 2941111 + 13) 
3
1
5 

+ (T13 + T31) ; (121111 + 1) i 
J! (r111 )

2
6 + 33 - -f 5 l (D.0.1) 

-M f!xf!11 [ 
1 

I1LX(l,2) - T12 (l68011xT/y + 147 (TJx + T/y) + 13) 
35 

rx ( ) 1 +T137 121111 + 1 2 
r11 ( ) 1 +T327 1211x + 1 2 ] (D.0.2) 

I1LX(l,3) -Me11 [ 
1 

T13 ( 801111 + 7) 
20 

r11 l ] (D.0.3) +T33--
£ 2 

Mfexe11 [ 
1 

I1LX(1,4) - T12 (126011x11y + 10511x + 12611y + 11) 
210 

rx ( ) 1 
- T13 f 48011x 1]11 + 421]x + l017y + l 10 

r11 ( 1 
+T327 l21Jx + 1) 10 ] (D.0.4) 

I1LX(l,5) -Mie; [ Tu ( 126011; + 2311711 + 11) 2~0 

r11 ( 2 ) 1 -T137 4801711 + 521711 + 1 
10 

r11 ) 1 
+T317 (121711 + 1 10 

(r1 ) 
2 

1 -T33 T (601111 - 1) 
10 l (D.0.5) 



D General inertia. ma.trix for the beam element. 

IiLX(i,6) - - M e11 [ - Tu [ e.2e11 ( 16807]! + 2947]11 + 13) 
3
~ 

- (e.2 - rx) (807]11 + 7) 
2
~ ] 

+T12 [ eaiex (16801/:i:1/11 + 147 (!Jx + 1/11 ) + 13) 
3
~ 

- (ea1 - r11 ) (807]11 + 7) 
2
~ ] 

( 
rx ( ) r11 ) 1 +Tia ea1ex7 127]11 + 1 - e.27 2 

+Ta~ (r;, )2 ~ 

-T33e.2e11 (r?) 2 ; ] 

I1Lx(i,1) - -Me! [ Tu (56011! + 847111 + 3) 7~ 

- (Tia - Tai); (127111 + 1) ~ 

-T33 (r;,) 2 ~ l 
IiLX(i,s) - -M exe11 [ Ti2 (56011:i:1/11 + 42 (11:i: + 1/11) + 3) 7~ 

rx ( ) 1 -T1a7 127]11 + 1 2 
r11 ( ) 1 ] +Tari 127]:i: + 1 2 

IiLX(t,9) - -M e11 [ Tia ( 407111 + 3) 
2
1
0 

r 11 1 ] 
+T33l2 

liLX(l,10) - -M Lexe11 [ Ti2 (25207]:i:1111 + 2107]:i: + 1681/11 + 13) 4~0 

rx ) 1 
+T1a7 (2401/:i:1111 + 1877:i: - 107]11 - 1 

10 

+Ta2; (1211:i: + 1) 
1
1
0 

] 

I1Lx(1,u) - M Le; [ Tu ( 252011! + 3781111 + 13) 4!0 

r11 ( 2 ) 1 +T1a7 2407111 + 81/11 - 1 
10 

r11 ) 1 
+Tail (121111 + 1 10 

+T33 (r;,) 2 

(601111 - 1) 
1
1
0 

] 

5 

(D.0.6) 

(D.0.7) 

(D.0.8) 

(D.0.9) 

(D.0.10) 

(D.0.11) 



D General inertia matrix for the beam element. 

I1LX(1,12) = -M (!11 [ - T11 [ e.2(!11 ( 560TJ! + 84TJ11 + 3) 7~ 

-(e.2 - rz) (40TJ11 + 3) 
2
~ ] 

+T12 [ e.i(!z (560TJzT/y + 42 (TJz + T/11) + 3) 
7
~ 

- (e.i - r11 )(40TJ11 + 3) 
2
~ ] 

( 
r11 rz ( )) 1 +T13 e.27 - e.i(!zl 12TJ11 + 1 2 

+T32L (r?) 2 
~ 

+T33e.2(!11 (r?) 
2 

~ ] 

f 1LX(2,2) - - M (!! [ T22 ( 1680TJ; + 294TJz + 13) 
3
1
5 

+ (T23 + T32) r; (12TJz + 1) t 
+T33 (r;z) 2 ~ l 

f1LX(2,5) - -Mf(!z(!y [ T21 (1260TJzT/y + 126TJz + l05TJy + 11) 
2

~
0 

r11 ) 1 -TZJl (48011.7711 + 1011. + 42711 + 1 lO 

+T31 ~ (l2TJ11 + 1) 1
1
0 ] 

6 

(D.0.12) 

(D.0.13) 

(D.0.14) 

(D.0.15) 

(D.0.16) 



D General inertia matrix for the beam element. 

l1LX(2,6) = -M {!:,: [ - T21 [ e.2(!11 (168071x7111 + 147 (11x + 1111) + 13) 3~ 

- ( e.2 - rx) (8071:,: + 7) 
2
~ ] 

+T22 [ ea1(!x (168071; + 29471:,: + 13) 
3
~ 

- (ea1 - r 11 ) (8071:c + 7) 
2
~ ] 

[ rx r11 ( >] 1 +T23 ea17 - e.2(!117 1271:c + 1 2 
-T31l (r;x) 

2 

~ 

7 

+T33ea1(!x(r;x)
2

~ ] (D.0.17) 

f1LX(2,7) - -M {!:,:{!y [ T21 (560f/xf/y + 42 ('Ix+ 1/y) + 3) 
7
~ 

Ty ( ) 1 -T237 l2f/x + 1 2 
rx ( ) 1 ] +T317 12,,11 + 1 2 (D.0.18) 

I1LX(2,8) - - M (!; [ T22 ( 560,,; + 84'7:,: + 3) 7~ 

T:,: ( 1 
- (T23 - T32) 7 l2f'/x + 1) 2 
-T33 (rt) 2 ~ ] (D.0.19) 

I1Lxc2,9) - - M {!:,: [ T23 ( 4011x + 3) ;
0 

rx l ] +T33l2 (D.0.20) 

I1LX(2,10) - -Ml(!; [ T22 (252071; + 378'7:,: + 13) 4~0 

T:,: ( 2 ) 1 +T237 240f'/x + 811x -1 10 
T:,: ( ) 1 +T327 l21Jx + 1 10 

+T33 (rt) 2 

(60f/x - 1) l~ ] (D.0.21) 

(D.0.22) 



D General inertia. matrix for the beam element. 

liLX(2,i2) = -M {!:,; [ - T2i [ e.2{!'11 (560'!:c'l'IJ + 42 ('Ix+ 'I'll)+ 3) :o 
-(e.2 - r:i:)(4071:c + 3) 

2
~ ] 

+ T22 [ e.i f!x ( 56011! + 8471:c + 3) 7~ 

-(e.i - r'll)(401J:c + 3) 2~ ] 

( 
r'IJ ( ) T:,:) 1 +T2a e.2e'IJ7 12'1:i: + 1 - e.i l 2 

-Tail (r;:,:) 2 

~ 

-T33e,1e, c· n l 

liLX(a,4) Mlex [ 
1 

- Ta2 (1011:c + 1) 
20 

rx ) 1 -T33 y (481Jx + 1 
12 ] 

-Mle'IJ [ 
1 

liLX(a,5) - Tai (1071'1/ + 1) 
20 

r11 ( ) 1 -T337 487111 + 1 12 ] 

l1LX(a,6) - -M[ - Ta1 [ e.2e'IJ (801111 + 7) ; 0 - (e.2 - rx) i ] 
+Ta2 [ e.iex (8011:c + 7) 

2
~ - (e.i - ry) ~ ] 

( T:,: r11 ) 1 +T33 e.iex7 - e.2{!yl 2 ] 

-M f!y [ 
1 

liLX(a,7) - Tai (4011y + 3) 
20 

ry 1 ] -T33--
f 2 

-Mg,,, [ 
1 

l1LX(3,8) - T32 ( 4077,,, + 3) 
20 

rx 1 ] -T33--
l 2 

8 

(D.0.23) 

(D.0.24) 

(D.0.25) 

(D.0.26) 

(D.0.27) 

(D.0.28) 

(D.0.29) 



D General inertia matrix for the beam element. 

l1LX(a,11) - Ml{!y [ Tai (151/y + 1) 3~ 

!:r. ( ) 1 ] +T33 l 241/y -1 12 

4th row. 

l1LX(4,6) - Ml(!z [ - T21 [ e82f!y (12601/z'ly + 1051/z + 1261/y + 11) 
2

~
0 

-(e.2 - rz)(l077z + 1) 
2
~ ] 

+T22 [ es1f!z (126071~ + 23171z + 11) 2~0 

- (es1 - ry) (10'7z + 1) ;o ] 

9 

(D.0.30) 

(D.0.31) 

(D.0.32) 

(D.0.33) 

(D.0.34) 

(D.0.35) 



D General inertia matrix for the beam element. 

(D.0.36) 

(D.0.37) 

(D.0.38) 

I,Lxc•.•> Mte, [ T,3 (15q, + 1) ! 
-T33 ~ (2477x - 1) 1~ ] (D.0.39) 

I1LX(4,10) - Ml
2 u! [ T22 ( 16817~ + 2811x + 1) 1~0 

+ (T23 - T32) r; ( 36011! + l811x - 1) 
6
1
0 

( T/x)
2

( 2 ) 1 l -T33 l 720f7x - 60'7x - 1 30 
(D.0.40) 

(D.0.41) 



D General inertia matrix for the beam element. 

I1LX(4,12) - Mlux [ - T21 [ e.2{!11 (25201/xf/11 + 210f/x + 168'111 + 13) 4~0 

- (e.2 - rx)(l5f/x + 1) 
3
1

0 
] 

+T22 [ e.if!x (252017; + 378'7x + 13) 4!0 

- (e.i - r11)(l5f/x + 1) 3~ ] 

( 
rx r11 ( )) 1 -T23 e.i l - e.2u11 l 12'7x + 1 10 

+T31 [ e.2{!11 ~ (240'7x'711 + l8'7x - 101711 - 1) l~ 

+ (1 c· r -... ~) (24q. -1) 1~ l 

11 

-T32ea1 ~ [ f!x (24017! + 8f/x - 1) 1
1
0 - (24'7x - 1) l~ ] 

+T33ea1f!x (r;x) 
2 

(60f/x - 1) 
1
1
0 

] (D.0.42) 

5th row. 

I1Lx(s,s) - -Ml2 u! [ Tn ( 12611! + 211111 + 1) 1~5 

- ( T13 + T31) l '111 ( l 2f/11 + 1) ~ 

(r111)
2
( 2 ) 2 l +T33 T 3601111 + 15'111 + 1 15 (D.0.43) 

I1LX(5,6) 

(D.0.44) 



D General inertia matrix for the beam element. 

l1LX(5,11) - Ml'e! [ Tu (168q; + 28q, +I) I~ 

+ {T13 - T31) ; ( 36°'7! + 181111 - 1) 6~ 

-T33 (r;v) 2 

(12011:- 601111 - 1) ;o l 
I1LX(5,12) - -Mfe11 [ - Tu [ ea2f!11 (252011! + 3781111 + 13) 4~0 

- (ea2 - r:,;){151111 + 1) 
3
~ ] 

+T12 [ ea1ex (252011x1111 + l6811x + 2101111 + 13) 
4
!

0 

- (ei,1 - ry)(151111 + 1) ;o ] 
( 

rx ( ) r 11 ) 1 -Tia ea1ex7 1277y + 1 - e.rl 10 

12 

(D.0.45) 

(D.0.46) 

(D.0.47) 

(D.0.48) 

(D.0.49) 

+T31e.2] [ (!11 (24011! + 81711 - 1) 1
1
0 - (241111 -1) 1

1
2 ] 



D General inertia matrix for the beam element. 

6th row. 

I1LX(6,6) - -M [ Tu [ e!2l'! (rnso,,; + 29411, + 13) 315 

1 
- (e.2 - rx) e.2{.J, (so,,,+ 7) 10 

( 2 2 (T/:,;)2) 1 l + e.2 - 2e.2rx + l T 3 

13 

(D.0.50) 

+ (T12 + T21) [ -e.iea2l'xl'r (1680'7:i:'lr + 147 ('7x + '111) + 13) 3~ 

1 
+e.i{.Jx (e.2 - rx) (B011x + 7) 

20 
1 

+e.2{.}11 (e.i - r11 ) (801111 + 7) 
20 

+ (e.irx - e.ie.2 + e.2r11 ) 1 ] 
[ 22( 2 )1 +T22 e.il'x 168077:i: + 29477:,; + 13 

35 
1 

- (e.1 - r11 ) e.i{.Jx (8077:,; + 7) 
10 

( 
2 2 (r111)

2
) 1 l + e81 -2e.ir11 +l T 3 

(r1z) 2 
1 - (T13 + T31) le.i l'x T 2 

- (T23 + T32) le.2{.}11 (r?) 2 
~ 

+T33 ( e!1l!! (rt) 
2 

+ e!2e! (r?) 2) ~ ] (D.0.51) 

I1LX(6,7) - -M {!11 [ - Tu [ e.2{.J11 ( 56011! + 847711 + 3) 7
3
0 

- (e.,2 - rx) (401111 + 3) ;o ] 
+T21 [ e.i{.Jx (560'7x'7r + 42 ('1x + '111 } + 3} 7

3
0 

- (es1 - r11) (4077, + 3) ;o ] 
-T23l (r?) 

2 
~ 



D General inertia matrix for the beam element. 14 

[ rz ( ) 1 r11 1 ] 
+Tai ea1flz7 12'111 + 1 2 - e.272 

(r111 )
2

6 +T33e.2fl11 T 5 l (D.0.52) 

IiLX(6,8) - -Me, [ - T12 [ e.2{}11 (560'7z'111 + 42 ('7z + '111) + 3) :O 

- (e,2 - ra:)(4071z + 3) 
2
1
0 

] 

(TJ ) 2 1 +Tial -f 2 

+T22 [ e.iflz (560f'/; + 84f'/z + 3) 
7
3
0 

-(e,1 - r11)(4071z + 3) 
2
~ ] 

( rz r 11 ( ))1 +Ta2 e,i 7 - e,2{}11 7 1271a: + 1 2 
(r1z)

2
6 -T 33es1 flz T 5 l (D.0.53) 

IiLX(6,9) - -M[ - Tia [ e.2fl11 (407111 + 3) ;O - (e.2 - rz) ~ ] 

+T2a [ e,iflz (4071a: + 3) 2~ - (e,i - r 11 ) ~ ] 

( Tz r 11 ) 1 +T33 e,1flz7 - e.2{}11 7 2 ] (D.0.54) 

IiLX(6,iO) - -Mff}z [ - Ti2 [ e,2{}11 (2520'7zf'/t1 + 2101/a: + 1687111 + 13) 4~0 

- (e.2 - ra:)(15712: + 1) 
3
~ ] 

[ rz ) 1 -Tia e.2{}11 7 (240'7a:'711 + l8'7z - 107111 - 1 10 

+ (t (r;a:)
2 

- e.2 ~) (24'7z -1) :
2 

] 

+ T22 [ e,i flz ( 252071; + 378712: + 13) 4~0 

-(e,i - r11 )(15'7z + 1) 
3
1
0 

] 

+ T2aeai r; [ flz ( 240f'/; + 8'7z - 1) 1
1
0 

- (24f'/z - 1) 1
1
2 ] 

( Tz T11 ( ) ) 1 +Ta2 e,17 - e.2{}11 7 l2f'/z + 1 10 

(r1z)
2 

1 +T33es1flz £ (601/z - 1) 10 l (D.0.55) 

IiLX(6,11) - Mlf}11 [ - T11 [ e.2{}11 (2520,,; + 378f'/11 + 13) 4!0 



D General inertia matrix for the beam element. 

- (e.2 - rx)(157711 + 1) 3~ ] 

-T13e.2 l [ e11 ( 24077! + 87711 - 1) 
1
1
0 

- (247711 - 1) 1
1
2 ] 

+T21 [ e.iex (252077x7711 + 168772: + 2107711 + 13) 4~
0 

- (e.i - r11 )(1577ll + 1) 
3
1
0 

] 

+T23 [ e.iex; (240772:7711 - 10772: + l877ll - 1) :o 
+ (t (r?) 

2 
- e./;) (2477ll -1) 1~ ] 

( 
Tz r11 ) 1 

+T31 ea1ex7 (127711 + 1) - e.27 10 

15 

( r111)
2 

1 l -T33e.2e11 T (607711 - 1) 
10 

(D.0.56) 

[ [ 2 2( 2 ) 3 J1Lx(6,12) - -M T11 e.2{!11 5607711 + 847711 + 3 
70 

7th row. 

1 
- (e.2 - rx) e.2{!11 (40'711 + 3) 10 

( 2 2 (r1z)
2
) 1 l + e.2 - 2e.2rx + l T 6 

- (T12 + T21) [ ea1ea2{!x{!11 (56077x7711 + 42 (77z + 7711) + 3) 
7
~ 

1 
- (e.2 - rx) eai{!x (40772: + 3) 

20 
1 

- (e.i - r 11) e.2{!11 (407711 + 3) 
20 

+ (ea1ea2 - e.irx - e.2r11 ) i ] 
[ 

2 2( 2 )3 + T22 e.i f!x 560772: + 84772: + 3 
70 

1 
- (e.i - r11 ) eai{!z (40772: + 3) 10 

( 
2 2 (r111 )

2
) 1 ] + e.i-2e.ir11 +l T 6 

+ (T13 - T31) le.i{!x (rt) 
21 

+ (T23 - T32) le.2e11 (r?) 2 l 
-T33 ( e~1e; (rt) 

2 
+ e~2e! (r?) 2) I ] (D.0.57) 



D General inertia. matrix for the beam element. 

I1LX(1,7) - -Me! [ Tu ( 168011: + 2941111 + 13) ;5 

- (Tia+ Tai)] (121711 + 1) ½ 

+T33 r:-n l 
I1LX(7,8) -M f!:,;(]y [ T12 (168017:,;7ly + 147 (71:,; + 11y) + 13) 3~ 

Tz ( ) 1 -T137 1271y + 1 2 
Ty ( ) 1 ] -Ta27 1271:,; + 1 2 

I1LX(7,9) 
1 

Tia (8071y + 7) 
20 

Ty 1 ] 
-T3372 

I1LX(7,10) - -Ml{!:,;{!11 [ T12 (126071:,;7ly + 10571:,; + 12671y + 11) 2~0 

T:,; ) 1 
+T1a7 (48011:i-'ly + 4211:i- + l071y + 1 10 

-Ta2] (1271:,; + 1) l~ ] 

I1Lx(1,11) - Mle! [ Tu (126011! + 23171y + 11) 2~0 

l1LX(7,12) 

Ty ( 2 ) 1 +T137 48071Y + 5217y + 1 10 

Ty ( ) 1 -Tai f 1271y + 1 
10 

-T33 (T;11 ) 
2 

(6071y - 1) 
1
1
0 

J 

- M {!y [ - Tu [ e112{!y ( 168071; + 29471y + 13) 
3
1
5 

- (e112 - rz) (8071y + 7) 
2
~ ] 

+T12 [ e111f!z (168011:i-'ly + 147 (11z + 1111 ) + 13) 
3
1
5 

- (e111 - ry) (8071y + 7) 
2
1
0 

] 

( rx ( ) ry) 1 -T13 e111ex7 1271y + 1 - e1127 2 

-Ta2l (r?) 
2 

~ 

16 

(D.0.58) 

(D.0.59) 

(D.0.60) 

(D.0.61) 

(D.0.62) 

(D.0.63) 



D General inertia matrix for the beam element. 

gth row. 

I1LX(8,8) - -Me! [ T22 (168017~ + 2947/x + 13) 3
1
5 

- (T23 + T32) ~ (1277x + 1) ~ 

+T33 (rt)2 ! l 

1,Lx(s,11) Mte.e, [ T21 (1260q,q, + 126q, + 105q, + 11) 
2
!

0 

r11 ( ) 1 +T237 4801/xT/r, + lOf/x + 427711 + 1 10 

-T31 ~ {127711 + 1) 1
1
0 ] 

l1LX(8,12) - -M l'x [ - T21 [ e112l'r, (1680'7x'1r, + 147 ('1x + '111) + 13) 3~ 

-(e.2 - rx)(B071x + 7) ;O ] 
+ T22 [ e 111 l'x ( 168077! + 29477x + 13) 3

1
5 

- {e111 - r 11){8077x + 7) 
2
1
0 

] 

-T23 [ (e./; - e.2e/;' (1277x + 1)) ~ ] 

+T31f (r;x) 
2 

~ 

+T33e111 ex (r;x) 
2 I ] 

9th rON. 

17 

(D.0.64) 

(D.0.65) 

(D.0.66) 

(D.0.67) 

(D.0.68) 



D General inertia matrix for the beam element. 

I1LX(9,10) -Mlux [ 
1 

- T32 {l011x + 1) 
20 

rx ( ) 1 +T337 487Jx + 1 
12 ] 

I1LX(9,ll) Mlu11 [ 
1 

- T31 {107711 + 1) 
20 

r11 ( ) 1 +T337 487711 + 1 12 ] 

I1LX(9,12) - -M [ - T31 [ e.2(!11 {807711 + 7) 
2
~ - (e.2 - rx) i ] 

+T32 [ e.1Ux (8077x + 7) ;O - (ea1 - r11) 1 ] 
( rx r11 ) 1 -T33 e,if!xf - e.2(!yl 2 ] 

10th [QW, 

l1LX(lO,IO) - -M £2 u! [ T22 ( 12677; + 2177x + 1) 1~5 

+ {T23 + T32) ~'lx {12'7x + 1) ~ 

+T33 (r;x) 2 

(360q! + 1577x + 1) 
1
2
5 

] 

l1LX(lO,ll) 

l1LX(10,12) - -Mlux [ - T21 [ e.2(!11 {126011x'111 + 10577x + 1267711 + 11) 2!0 

- (e.2 - rx) (1077x + 1) 
2
1
0 

] 

+T22 [ e,i(!x ( 126017: + 23117x + 11) 2~
0 

- (ea1 - r11 ) (1077x + 1) 
2
1
0 

] 

18 

(D.0.69) 

(D.0.70) 

(D.0.71) 

(D.0.72) 

(D.0.73) 

(D.0. 74) 



D General inertia matrix for the beam element. 

11 th row. 

I1LX(ll,12) - Mlf!y [ -T11 [ ea2f!y (126011! + 23lf/y + 11) 2~
0 

- (e.2 - rx)(lOf/y + 1) 2~ ] 

+T12 [ ea1f!x (12607/xf/11 + 126'1.:i: + 105'111 + 11) 2~0 

-(ea1 - ry) (101111 + 1) ;o ] 
( 

rx ( ) r11 ) 1 -T13 ea1f!x7 12'111 + 1 - ea2f!117 10 

19 

(D.0.75) 

(D.0.76) 

-T31e.2] [ (!11 (48071: + 527111 + 1) 1
1
0 - (487111 + 1) 

1
1
2 ] 

+T32 [ ea1f!x; {48071.:i:f/11 + 1071.:i: + 427111 + 1) l~ 

+ (t (r?) 2 

- e./;) (487111 + 1) 1
1
2 ] 

( r111
)

2 

1 l +T33e6 2(!11 T (601111 - 1) 10 (D.0.77) 

12th row. 



D General inertia matrix for the beam element. 20 

1 
- ( e.,2 - rx) e.,2(.}11 (801111 + 7) 

10 

( 
2 2 (rix)

2
) 1 l + e.,2 -2e.,2rx+l T 3 

- (T12 + T21) [ ea1e.,2(.}11 (.}11 (1680f/x'711 + 147 ('1x + 1111 ) + 13) 
3
1
5 

1 
- (e.,2 - rx) ea1l'x (80f/x + 7) 

20 
1 

- ( ea1 - r11 ) e.,2(!11 (801111 + 7) 
20 

+ (e.,1e.2 - ea1rx - e.,2r11 ) ~ ] 

+ (T13 + T31) lea1{.Jx (r;x) 
2 
½ 

[ 2 2( 2 ) 1 +T22 eatl'x 1680f/x + 294f/x + 13 
35 
1 

- (ea1 - r11 ) e.,1{.Jx (80f/x + 7) 
10 

( 
2 2 (r111

)

2
) 1 l + ea1 - 2ea1r11 + l T 3 

+ (T23 + T32) le.,2e11 (r?) 
2 
½ 

+T33 ( e:1 e! (r;x) 
2 

+ e:2 e; (r;v) 2) ~ ] (D.0.78) 
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E Acceleration coefficient matrices for a specific choice 
of degrees of freedom. 

As described in [Part 1, Sec. 3.4], the expressions for acceleration on the substructures are 
calculated by use of Reduce [H2], where also the chosen cancelling of product terms is in
troduced. A subsequent filtering of the Reduce output results in the matrices listed in this 
section. The degrees of freedom, retained in the model are described in [Part 1, Sec. 6). 

The angular rotor velocity (w) is assumed constant and the yaw degree of freedom (OfN) is 
set to zero. Further, the tilt angle has been omitted. 

In Reduce a weight is assigned to each variable and a weight level is assigned to the calculation. 
The weight of a product is calculated as the sum of the weights of the factors. When the 
product weight exceeds the weight level, the product term is cancelled. 

The calculation weight level is chosen to 6, and the following weights are assigned to the 
remaining degrees of freedom 

Tower top displacement: ufl = 2, ·T 2 UTl = • -T 2 UTl = 

0ft = 4, "T OTl = 2, 
-T 
0Tl=2 

Shaft end displacement: uim = 2, ·A 2 UAm = • uim =2 

o:;tm = 4, o:;tm = 2, o:;tm = 2 

Teeter: OfiH = 2, "H 01H = 2, 0{1H=2 

where the weights for the elastic deformations at tower top and shaft end cover all three 
coordinate directions. 

These cancelling directions mean that for example products including one of the terms OftOft 
or Ojm Oft are cancelled. No attempt has been made yet to estimate the influence of this 
linearization on the accuracy of the calculations. The choice is based primarily on the intention 
to restrict the linearization as much as possible and at the same time obtaining reasonable 
inertia expressions that do not grow too much. A thorough investigation of directions for 
linearization would be a natural part of further development of the model. 

Where partly symmetry and skew-symmetry is a dominating characteristics of a matrix, a 
decomposition in two matrix addends, having either of these properties and a third addend 
containing the remaining terms, is carried through, and the resulting matrix is then the sum 
of these addends. 

E.1 Coefficient matrices for the shaft substructure. 

The matrices consist partly of the coefficients in [Part 1, Eq. 6.2.1], which is the general 
expression, partly of the coefficient matrices in the expansion for the acceleration vector, 
{al}, [Part 1, Eq. 6.2.2], and partly of the matrices in the expression for the decomposition 

of the matrix product [AA] { irf}, [Part 1, Eq. 6.2.3]. 

The actual equations for the shaft substructure are repeated below in order to support the 
continuity in reading the expressions 
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(6.2.1) 

(6.2.2) 

(6.2.3) 

The matrices are listed in the following, in general without further comments. The most space 
demanding matrices are listed in component form for typographical reasons. 

The left subscript i is retained on the resulting terms, which are element dependent, in order 
to stress this dependency. It results from the spatial vectors 

where i refers to element number 
k = 1, 2, 3 is vector component number and 
j refers to the type of spatial vector: 

j = 1 position vector to node 1 of element i 
j = 12 vector from node 1 to node 2 of element i 

In order to simplify the writing, the subscript i is cancelled on the 
vector components in the following. 

The [AA]-matrix. 

The matrix is found as the sum 

where the addends are 

[AAlsym = 

cos(B)sin(B) (11frtf 
-coa(B)sin(B) (efTt)2 

( 
2 2 ) ·T ·T + cos (B) - ain (8) BlTtB3Tl 

( 
·r ·T ) ·T ain ( B) B1 Tl + co• ( B) B3Tl B2Tl 

2 ·T 
-(w) -2wB2Tl 

2 ("T )2 (·T )2 -co• (B) 81Tt - 82Tt 

2 ( ·T ) 2 
- ain ( B) B3Tl 

·T ·T +2 cos (B) sin (B) BlTlB3Tl 

(E.1.1) 

(E.1.2) 
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( T )·T - ain(II) + COi (11) '2Tl Ill Tl 

0 
( 

T · T ) ·T + coa ( 11) 111 Tl - 11n ( 11) 113Tl 112Tl 

( T )·T - coa ( II) - ain ( II) 112Tl 113Tl 

( T )·T tln(II) + coa(11)112Tl Ill Tl 

( 
T T ) ·T -coa(II) '1Tt-•in(ll)ll3Tl 112Tl 0 

( T \-T + coa(II) - ain(II) 112Tl) 113Tl 

( 
T ) "T co• ( 11) - ain ( 11) 112Tl 111 Tl 

+ (•in(ll)llfTl + coa(II) 11fTl) iiTl 0 

( T )·T - oin(ll)+coo(ll)112Tt 'aTt 

(E.1.3) 

0 0 0 

2w ( COS ( 6) Of Tt - sin ( 6) OfTt) 0 

0 0 0 
. 

(E.1.4) 
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The [BA]-matrix. 

0 

2 0 

+ coo ( 9) - sin ( 9) 9iTt ifTt 

0 

(E.1.5) 

The matrix is skew-symmetric. 

The [ D A]-matrix. 

cos ( 0) - sin ( 0) Of Tl cos ( 0) O{Tl + sin ( 0) Of Tl - cos ( 0) OfTt - sin ( 0) 

COS ( 0) OITl + sin ( 0) - COS ( 0) OiTl + sin ( fJ) fJfTl COS ( 0) - sin ( fJ) (JiTt 

(E.1.6) 



E. l Coefficient ma.trices for the shaft substructure. 

The [1AT2;]-matrix. 

-r2; sin (0) 
-r2; cos (0) 0fTt 
-ra;0[Tl 

+ra; 
+r2; COS ( 0) of Tt 

- r2; sin ( 0) 0fTl 

+r1; sin (0) - ra; cos (0) 

+ (r1; cos (0) + ra; sin (0)) 0fTt 

- (r1; cos (0) + ra; sin (0)) ofTt 

+ (r1; sin (0) - ra; cos (0)) ~t 

+r2; cos(0) 
-r2; sin ( 0) 0{Tl 
+r1;~, 

The [1ATl;)-matrix. 

-(r1; sin2 (8) - ra; COS (8) sin (0) )orTl 
+r2; COS ( 0) O~l 

- [ 2r1; cos ( 0) sin ( 0) 

- rs; ( cos2 
( 0) - sin2 

( 8))] if{Tl 

( r1; COS ( 8) sin ( 8) - rs; cos2 
( 0)) Of Tl 

• "T 
+r2; SlD (0) 02Tl 

+ [r1; ( cos2 (0) - sin2 (0)) 

+ 2rs; cos (0) sin (0)] OfTt 

The {,ACOf }-vector. 

-r1; 
+r2; sin (0) ofTt 

+ r2; COS (8) ~l 

-2wra; 
-ra;~l 
+r2; cos ( 0) o'frrt 

-r2; cos (0) 
+ra;0iTl 
+r2; sin ( 0) 0~l 

+r1; cos (0) + ra; sin (0) 

25 

- (r1; sin (0) - raj COS (0) )orTl 

(E.1.7) 

-(r1; cos2 (0) 

+ra; cos ( 0) sin ( 0)) if{TL 

-2w (r1; sin (8) - ra; cos (0)) 

-r2;8'frr, 

-(r1; cos(O)sin (8) 

2 ) 
0

T +rs; sin (0) Oart 

(E.1.8) 

(E.1.9) 
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E.2 Coefficient matrices for the blade substructure. 

For the blade substructure the relevant matrix expressions are found from [Part 1, Sec. 6.3). 
These equations are repeated below 

{aZc} - [DB] {u~l} + [EB] {o~l} + [FB] {oft} 
+ [GB] {uim} + [HB] {uim} + [RB] {uim} 

The [AB]-matrix. 

The resulting matrix is found as 

AB(l, 1) 
AB(l, 2) -
AB(l, 3) 
AB(2, 1) 

AB(2, 2) -
AB(2, 3) 
AB(3, 1) 
AB(3, 2) 

AB(3, 3) 

AB(l, l)sym 

AB(l, 2)sym + AB(l, 2)skewsym + AB(l, 2)nosym 

AB(l, 3)sym + AB(l, 3)skewsym + AB(l, 3)nosym 

AB(l, 2)sym - AB(l, 2)skewsym + AB(2, l)no.sym 

AB(22, 33)sym + AB(22, 33)skewsym + AB(2, 2)nosym 

AB(2, 3)sym + AB(2, 3)skewsym + AB(2, 3)nosym 

AB(l, 3)sym - AB(l, 3)skewsym + AB(3, 1 )nosym 

AB(2, 3)sym - AB(2, 3)skewsym + AB(3, 2)nosym 

AB(22, 33)sym - AB(22, 33)skewsym + AB(3, 3)nosym 

where the single terms are given below 

(6.3.1) 

(6.3.2) 

(6.3.3) 
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(E.2.10) 

AB (1,2).11m = 
(w) 2 cos (Of'n) o:Am 

[ 
nH A 'T H nA 'A ] +2w cos ("in) (}3Am(}2Tl + cos (Orn) "3Am(}2Am 

+ cos (0) sin(O) sin (0{19 ) (ofx,) 2 
- cos(O) sin (O)sin (8{19 ) (Pa,.,) 2 

H 'T 'T 2 H ) ;.T ;.T + cos (0) cos (Orn) D1x,D2T, + cos (0) sin (019 "ixt"STL 
2 H 'T 'T ("" ) .T 'T - sin ( 0) sin (Orn) 01Tl(J3Tl - sin ( D) cos "iii (J2Tl(J3Tl 

+ COS ( ofla) Of Am otAm + sin ( ofla) iJt Am 0:Am (E.2.11) 

(E.2.12) 
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(E.2.13) 

(E.2.14) 

(E.2.15) 



E.2 Coefficient matrices for the blade substructure. 

AB (1, 3)no•ym = 
2w [- sin ( Dfn) IJtAm - sin ( ofln) tifln 

,JI A 'T n AA 'T 
+sin{O) cos (ufn) OaAmOiTt + cos{O)cos (Din) "3Am03Tt 

AH A ,iA n A 'A n) AA 'A 
- cos (rri11) Ouml1iAm - sin (9in) OaAm92Am + sin (9in "2Am03Am 

-cos(Ofln)OfAmo{'n ] 

,JI ·n AA ( n ) i.H 'A -2sin(11111)01Hr,iAm+2cos 9in 1111103Am 
n AA 'T AH 'A ,iT n 'A 'T 

+2sin (0) cos (9in) 11iAm9iTt - 2sin (rri11) Oum112Tt + 2cos{O) cos (81H) Dum03Tt 

+2sin (9) cos (Of'n) o{'nBfTt - 2sin (ofln) Bf'n~t 

( n ,iH 'T +2 cos (9) cos 9in) ffi1103Tt 

AB (2, l)no,ym = 

2w [ cos ( 0) cos ( ofln) of Tl - sin ( 0) cos ( Ofln) O~t 

n T 'T AH T 'T - sin (0) cos (OlH) 02TtDiTt + sin (9) cos (!7i11) DiTt02Tt 

n AT 'T (,,n ) T 'T + cos ( 0) cos ( 9in) rr3Tt92Tt - cos ( 9) cos 11i11 9-nt03Tt 

n AA 'T n ) AA 'T - cos (9) sin (91H) ffiAm9iTt - sin (9) cos (9in "2Am9iTt 

n AA 'T (,,n ) A 'T +sin(O)sin (01H) 11iAm03Tt - cos(O)cos 11fn 82Am03Tt 

+ sin (ofln) o:AmO:Am ] 

AH • A 'T n . A 'T 
+2cos{O)cos (rri11) 02AmOiTt + 2cos(O)sin (Din) OaAmOiTt 

( ,,H ) 'A 'T ( n ) 'A 'T -2sin{O)cos ffiH 82Am83Tt - 2sin{9)sin Din DaAm83Tt 

29 

{E.2.16) 

(E.2.17) 

(E.2.18) 



E.2 Coefficient matrices for the blade substructure. 

An (22, 33),A:ew•ym = 
-2 (w)2 cos (8{1H) sin (8f1H) 8fAm 

+2w [sin (8) cos (0f1H) sin (8f1H) lliTt + cos (8) cos (0f1H) sin (0{1H) 0fTt 

( H ( H ) 'A + cos Orn) sin Orn OsAm 

+ cos (8) cos (8[1H) sin (8f1H) 8fTl9iTl - cos (8) cos (8f1H) sin (8{1H) 8fTt9iTt 

+ sin (8) cos (8{1H) sin (8{1H) 8ITtofTt - sin (0) cos (of1H) sin (8f1H) 0tt0~l 

+ sin (8) cos2 (8{1H) 8fAm0fTt - sin (0) sin2 (0f1H) otAm0fTt 

nH H nA 'T ( H ) nH ) A "T +cos(O)cos(ui.11)sin(Orn)~AmOiTt-2cos Orn sin(ui.11 Oum02Tt 

2 ( H A 'T 2 ( H ) nA 'T +cos(O)cos Orn)OumOsTt-cos(O)sin Orn '1i.Am03Tt 

- sin ( 0) cos ( 0{1H) sin ( 0{1H) Of Am OfTt 

+cos (0{1H) sin (0f1H) OfAm{ifAm - 2cos (8f1H) sin (0{1H) 8fAm0fAm 

2 ( H ) A 'A 2 ( H ) A AA ] + cos 01H 01Amo3Am - sin 81H 8um113Am 

30 

(E.2.19) 

2 ( H ) 'A - sin 01H 02Am 

. 2 (OH ) 9T o'T . 2 (OH ) oT o'T + sm lH 3Tl lTl - sm lH !Tl 3Tl 

- COS ( 8) cos2 
( 8fH) 8:Am OiTt + sin ( 9) cos2 

( 8f1H) o:Am O~l 

-cos2 (8{1H) o:AmiJtAm ] 

+sin2(8)sin2(0{1H) (iJiTt)2-sin2(8f1H) (orTlr +cos2(8)sin2(8{1H) (orTlr 
2 H ( 'A )

2 2 H ) ( 'A )
2 

-sin {8rn) 82Am -cos {8rn 83Am 
2 H 'T 'T +2cos(O)sin(8)sin (01H)01TtOsTt 

2 ( H 'A 
0

T 2 ( H ) 'A 'T -2sin(O)cos 8rn) 03Am01Tl- 2sin Orn 02Am02Tt 
2 H 'A 'T -2 cos (8) cos (8rn) 83Am83Tl (E.2.20) 
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AB (2, 3)611m = 
- (w )2 cos (0{1H) sin (0f1H) 

-(w)2 cos2 (0{1H) 0fAm + (w)2 sin2 (0f1H) 0fAm 

[ 
H H "T H H "A +2w - cos (Orn) sin (Orn) 02Tt - cos (Orn) sin (Orn) 02Am 

+ COS (0{1H) sin (0{1H) 0fTt0fTt - COS (0{1H) sin (0f1H) 0iTt0fTl 

-2 sin (0) COS (0fH) sin (0f1H) OtAm0iTt + cos(0) COS (8flH) sin (0{1H) {l:Am0iTl 

- cos2 (8f1H) 0fAm0iTl + sin2 (0{1H) OtAm0~l 

-2 cos ( 0) cos ( 0{1 H) sin ( 0f1H) ot Am OiTt - sin ( 8) cos ( 0f1H) sin ( 0{1H) O:Am ofTt 

(E.2.21) 

(E.2.22) 



E.2 Coefficient matrices for the blade substructure. 

AB (2, 3)no•11m = 

[ 
2 ( H ) 

0

T 2 ( H ) 'T 2w sin (0) cos 01H 01Tl + cos (0) cos olH 03Tl 

2 ( H 'A - sin OlH) 83Am 

2 ( H ) T 'T 2 ("" ) T 'T + cos (8) COS 81H 82Tl01Tl - COS (8) COS tJiH 01Tl82Tl 

+ sin ( 0) cos2 ( ofH) 8frtOiTt - sin ( 0) cos2 ( ofH) O~toirt 

+ cos (0) cos2 (0{1H) otAmoTTt - sin (0) cos2 (0{1H) 0:Amoirt 

• 2 (oH ) oA 0·A ] - sm lH 2Am lAm 

AB (3, l)no,ym = 
2w [- cos ( 0) sin ( ofH) or Tl + sin ( 0) sin ( ofH) oITt 

+ sin (0) sin (o[1H) ofTloiTl - sin (0) sin (0[1H) OfrtO~l 

( H ) T 'T ("H ) T 'T - cos (0) sin 81H 03Tl82Tl + cos (8) sin f1i-H 02Tl83Tl 

AB (3, 2)no,ym = 
2w [- sin (0) sin2 (OfH) iJfrt - cos (0) sin2 (OfH) iJfTt 

2 H 'A + COS ( 01H) 03Am 

- cos (0) sin2 (ofH) ofTtOiTt + cos (0) sin2 (8{1H) 8fTtO~l 

- sin (0) sin2 (ofH) ofTtOI-rt + sin(O)sin2 (ofH) or-i,lorTl 

- cos ( 0) sin 2 ( 8[1H) ~Am 0[ Tl + sin ( 0) sin2 ( 0[1H) ~Am Ofrt 

+cos2 (0{1H) 0:AmiJfAm ] 

2 H 'A 'T 2 H 'A 'T -2sin(O)sin (01H)02Am0irt+2cos (Orn)03Am02Tl 
2 H 'A 'T -2 cos (0) sin (01H) 02Am03Tl 
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(E.2.23) 

(E.2.24) 

(E.2.25) 



E.2 Coefficient ma.trices for the blade substructure. 33 

2 ( H ) 
0

A - cos 81H 82Am 

+ cos2 
( Ofln) OiTtiJfTt - cos2 

( Ofln) 0[ TtiJ'f.r, 

- cos (6) sin2 (6f'n) O:AmiJfTt + sin (6) sin2 (Of'n) O:AmiJ'f-r, 

2(H) A nA ] - sin 61H 63Am 111Am 

(E.2.26) 



E.2 Coefficient matrices for the blade substructure. 34 

The [BB]-matrix. 

The skew-symmetric matrix is listed in component form, where only the three elements above 
the diagonal are given 

BB (1,2) = 

2 [w sin (0{1H) + W COS (0{1H) OtAm 

( H) 
0

A ( H "A + sin 01H 02Am - cos 01H) 03Am 

-( cos ( 0) COS ( Of'H) OfTt + sin ( Of'H) (J~t) if Tl 

+ ( cos ( 0) cos ( of'H) 0[ Tt - sin ( 0) COS ( 8f'H) 8i7>l) i~t 

+ ( sin ( 8f1H) 8[ Tt + sin ( 0) cos ( OflH) 8i7-t) i'ITl 

+ ( sin ( 8) sin ( 8f'H) OtAm - COS ( 8) COS ( of'H) o:Am - COS ( 0) sin ( of'H) o:Am) if Tl 

AH A 0T 
+ cos ("ill) 8um02Tt 

+ ( COS ( 0) sin ( Of'H) of Am + sin ( 0) COS ( Of'H) 0:Am + sin ( 0) sin ( o{'H) o:Am) i'ITt 

-( COS ( 0f1H) Of Am + sin ( O{'H) o:Am) it Am 

,.H A 0 A H A 0 A l +cos {11iJ1) Oum02Am +sin {01H) Oum03Am (E.2.27) 



E.2 Coefficient matrices for the blade substructure. 

BB (1,3) = 

2 [ w cos ( tl{'H) - w sin ( <Jfln) of Am 

( 
H 'A ( H 'A + cos 81H) 82Am + sin 81H) 83Am 

+ ( cos ( 8) sin ( ofn) OfT, - cos ( 8f'n) 8i,,,) Of Tl 

-( COS ( 8) sin ( 8fln) Of Tl - sin ( 8) sin ( 8fln) 8I,.l) 8~l 

+ ( cos (8fln) 8iTl - sin (8) sin (8fln) 8i7-,)8rTl 

+(sin(8)cos (8f'n) 8fAm + cos(8)sin (ofn) 8fAm -cos(8)cos (8f'n) 0:Am )efTt 

-sin (8fln) otAmO~l 

35 

+ ( COS ( 8) COS ( of n) Ot Am - sin ( 8) sin ( 8{'H) BtAm + sin ( 8) COS ( 8{'H) 0:Am) OI,.l 

+ ( sin ( 8f'n) 0:Am - COS ( of n) o:Am) Of Am 

H nA 'A H ) A 'A ] -sin (Orn) "iAm82Am + cos (Orn 8um83Am (E.2.28) 

BB (2,3) = 

2 [-wO:Am - COS ( 8) DiTl + sin ( 8) orTl - of Am - of'n 

T 'T ( T T ) 'T T 'T + sin (8) 82Tl81Tl - sin (8) 81Tl + cos (8) 8YI'l 82Tl + cos (8) 82Tl8YI'l 

(E.2.29) 



E.2 Coefficient ma.trices for the blade substructure. 

The (DB]-matrix. 

Ds(l, 1) = 
cos (8) - sin (8) 8{Tl - sin (8) 8fAm 

Ds(l,2) = 
sin (9) 9fTl + cos (9) 8iTl + O:Am 

Ds(l,3) = 
-sin (8) - COS (8) 8fTl - COS (8) (J:Am 

Ds(2, 1) = 
sin(O)sin (Ofn) 
+ cos ( 9) sin ( 8{1 n) 9fTl - cos ( 8{1 n) (J~l 
+ sin ( 8) COS ( 8f'n) 8f Am + COS ( 8) sin ( 9f'n) (J:Am - COS ( 8) COS ( 8f'n) (J:Am 

Ds(2,2) = 
cos (9fn) 
- COS ( 8) sin ( 8{1H) 8[ Tl + sin ( 8) sin ( 8{1 H) 9~t 
- sin ( 8['H) of Am 

Ds(2,3) = 
cos ( 9) sin ( 9f'n) 
+ cos (8{1n) 9fTl - sin (8) sin (ofn) 9fTl 
+ cos ( 9) cos ( 9fn) Of Am - sin ( 8) sin ( 8{' H) 9t Am + sin ( 9) cos ( 9{1 H) O:Am 

Ds(3, 1) = 
sin (8) cos (8f1n) 
+ cos ( 8) cos ( 8{1 H) 8fTt + sin ( 9f'n) 8fTt 
- sin ( 8) sin ( 8{1H) 8f Am + COS ( 8) COS ( 8{1 H) (J:Am + cos ( 0) sin ( 8{1 H) 0:Am 

Ds(3,2) = 
-sin (8f1n) 
- COS (8) COS (8{1H) fJfTt + sin (8) COS (8{1H) fJfTt 
- COS ( 8{1 H) (JtAm 
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(E.2.30) 

(E.2.31) 

(E.2.32) 

(E.2.33) 

(E.2.34) 

(E.2.35) 

(E.2.36) 

(E.2.37) 



E.2 Coefficient matrices for the blade substructure. 37 

Ds(3,3) = 
cos (8) cos (8{1H) 
- sin ( 8f'n) 8i Tt - sin ( 8) COS ( 8f'n) 8fTt 
- cos ( 9) sin { 9fln) 9fAm - sin ( 9) cos { 9fln) ():Am - sin ( 9) sin { 9fln) ():Am (E.2.38) 



E.2 Coefficient ma.trices for the blade substructure. 

The [EB]-matrix. 

Es(l, 1) = 
-2sin (9) ufAm 

'T -l•haJt cos ( 9) (J2Tl 

+2w8fTtut Am 
+2w COS ( 8) 8:Am ut Am + 2w sin ( 8) 8:Am u:Am 

2 °T A 0 T A 0 T A - sin (8) 81Tt"1Am + cos (8) sin (8) 81TtU3Am + cos (8) 82Tlu2Am 
0T A 2 °T A 2 °T A -2 cos (9) sin (8) 83TtU1Am + cos (8) 83Tt"3Am - sin (8) 83Tt"3Am 

-2 COS (8) 8I,.,ufAm - 28'IT,u:Am 

+2sin(8)8:AmutAm - 2cos(8)9tAmufAm - 2cos(8)0:Amu:Am 

Es(l,2) = 
-2wutAm 

'T +l•haJt sin (8) 83Tl 

+2u:Am 
+2w8fAm u:Am 

'T A 0T A -82Tt"1Am - sin (8) 83TlU2Am 
+2 cos ( 8) 9[ TtufAm - 2 sin ( 8) 9i-rtilfAm 

+28fAm 11tAm 

Es(l, 3) = 
-2 COS (9) ufAm 

-2w9f TtutAm 
-2"' sin (9) 8:Am utAm + 2w COS (8) 8:Amu:Am 

2 'T A 
0

T A - cos ( 8) 83TLU1Am - cos ( 8) sin ( 9) 83Tlu3Am 

+2sin (8) 8r,.,u:Am + 28fTtu:Am 

+2cos(8)8:AmutAm + 2sin(8)9tAmufAm + 2sin(8)8:Amu:Am 
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(E.2.39) 

(E.2.40) 

(E.2.41) 



E.2 Coefficient matrices for the blade substructure. 39 

EB(2, 1) = 
+2w COS (8) cos (8flH) ufAm + 2wsin (8) COS (8flH) u:Am 

H ~ H "T +l,ha/t cos (Orn) (JlTl - l,ha/t sin (8) sin (Orn) 02Tt 
-2w sin (0) cos (OflH) (JiTlutAm + 2w cos (0) cos (OflH) OJ:rlu:Am + 2wsin (OflH) (JrTlu:Am 
-2w cos (0) sin (OfH) OtAmutAm - 2wsin (0) sin (OfH) OtAmu:Am 
+2 sin (0) COS (8fH) utAm + 2 COS (8) sin (OfH) ufAm - 2 COS (0) COS (OfH) u:Am 

H "T A H "T A + cos (8) sin (0) sin (Orn) 01TlulAm + cos (0) cos (Orn) 02Ttu1Am 

+ cos2 
( 0) sin ( ofH) 0fTtut Am - sin2 

( 0) sin ( OflH) 0fTtut Am 
( H ) "T A ( H "T A - cos 81H 81Tlu2Am + sin (8) sin 81H) 82Tlu2Am 

2 ( H ) 
0

T A ( H ) 
0

T A - cos (8) sin (JlH (JlTluaAm + sin (8) cos (JlH 82Tlu3Am 
+2 COS (0) sin (0) sin (OfH) orTlu:Am 

+2 cos(O) cos (oflH) ofTtufAm + 2sin (OflH) oITtutAm 
-2sin(8)sin (OflH) OfTtufAm + 2sin(0)cos (0f1H) O'fTtu:Am 

-2sin (8) sin (OflH) efAmufAm + 2 cos(O) cos (Ofla) ofAmufAm 
-2sin (0) sin (8fla) 8fAmufAm + 2sin (8) COS (8fla) (J:AmufAm 
+2cos(8)sin (OflH) 8fAmu:Am 

EB(2, 2) = 
-2w sin ( 8{19 ) u:Am 

H 
0

T -l,ha/t cos ( 8) sin ( (JlH) 83Tl 
-2sin (8f1H) utAm 
+2w sin (0) cos (oflH) 8[TlutAm + 2w cos (8) cos (8flH) oITtutAm 

-2w COS(()) COS (0{1H) 8iTlu:Am + 2w sin (0) COS (8fla) 8fTlu:Am 
- 2w sin ( 8{1 H) Off Am ut Am + 2w COS ( 8f1a) ():Am utAm - 2w COS ( 8{1 H) Ot Am u:Am 

H 
0

T A H) 
0

T A - sin (8) cos (OlH) 03Tlu1Am + cos (8) sin (Orn 83Ttu2Am 
( H) "T A H "T A -sin 81H 82TtUaAm + cos(O)cos (81H) 83Tlu3Am 

-2 COS (8) COS (8flH) 8iTlutAm + 2 sin (8) COS (ofa) 8fTtutAm 
+2sin (O)sin (8flH) ofTtufAm + 2cos(8) sin (Ofla) 8fTlufAm 
-2 sin (8) cos (8fa) 8[Tlu:Am - 2 cos (0) cos (Ofa) 0'!,rtu1Am 

- 2 COS ( 8fla) Of Am ut Am + 2 sin ( 8fl H) Of Am u: Am 
- 2 COS ( 8fla) (J:Am u:Am 

(E.2.42) 

(E.2.43) 



E.2 Coefficient matrices for the blade substructure. 

EB(2,3) = 
-2w sin (0) cos (0f1n) ufAm + 2w cos (0) cos (0f1n) u:Am 

H 
0

T 
+fahaft cos (Orn) 0aTl 

+ 2 cos ( 0) cos ( 0f1n) tif Am - 2 sin ( 0) sin ( 0f1n) tif Am + 2 sin ( 0) cos ( Offn} u:Am 

-2w cos (0) cos (Ofn} OfT1.ufAm - 2w sin (Offn} OfT1.u:Am - 2wsin (0) cos (Offn} O'f.rtu:Am 

+2w sin (0) sin (0f1H) 0fAm ufAm - 2w COS (0) sin (of1H) 0fAm u:Am 
-2w sin ( 0) sin ( 0f1 H) Of Am u:Am + 2w sin ( 0) sin ( Bf n) 0:Am u:Am 

- COS (0) sin(0) sin (0f1n) 0[T1.ufAm - COS (0fn) 0[TlutAm - sin2 (0)sin (0fn) 0fTtufAm 
-2sin (0fn) 0[Tli4Am - 2sin(0)cos (ofn) 0'f.rtutAm 

-2 cos (0) sin (Ofn) OfTLutAm + 2 cos (0) cos (Ofn) O'f.rtt,:Am 

-2 cos ( 0) sin ( 0f1n) Of Am uf Am - 2 sin ( 0) cos ( 0{1H) Of Am utAm 

-2 cos(O) sin (Ofn) otAm'-'fAm + 2cos(0) cos (Ofn) o:AmufAm 
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-2sin(0)sin (0f1n) OfAmu:Am (E.2.44) 

EB(3, 1) = 
-2w cos (0) sin (Ofn) ufAm - 2w sin(O)sin (Ofn} u:Am 

H "T H "T 
-lahaft sin (Orn) OlTl - l•haft sin(O)cos (Orn} 02Tl 

-2 sin (0) sin (0{1H) ufAm + 2 cos (0) cos (0{1H) utAm + 2 cos (0) sin (0{1H) u:Am 

+2w sin (0) sin (0f1n) 0fT1.utAm - 2w cos (0) sin (Ofn} ofT,utAm + 2w cos (of1n) O[T1.u:Am 
-2w COS ( 0) COS ( 0{1H) of Am ut Am - 2w sin ( 0) COS ( 0{1H) Ot Am u:Am 

H 'T A H "T A + cos (0) sin (0) cos {Orn) 01TlulAm - cos (0) sin {Orn) 02Tlu1Am 

+ cos2 (0) cos (0{1H) 0[TlutAm - sin2 (0) COS (0{1H) O[rlufAm 
H "T A H 0 T A + sin (Orn) 01T1.u2Am + sin (0) cos (Orn) 02Ttu2Am 

2 H "T A ( H 'T A - cos ( 0) cos (Orn) 01TtuaAm - sin ( 0) sin Orn) 02Ttu3Am 

( H) 'T A +2 cos (0) sin (0) cos Orn 03T1.uaAm 

-2 cos (0) sin (Ofn) ofTtufAm + 2 cos (Ofn) o[TlutAm 

-2 sin (0) cos (Ofn) 0fT1.tifAm - 2sin (0) sin (Ofn) 0'f.rtu:Am 

-2sin (0) cos (Ofn) OfAmufAm - 2cos (0) sin (0fn) 0fAmufAm 
-2 sin ( 0) COS ( 0f1H) OtAm utAm - 2 sin ( 0) sin ( o{1H) Of Am ufAm 
+2 COS (0) COS (0{1H) Of Am u:Am (E.2.45) 



E.2 Coefficient matrices for the blade substructure. 

EB{3,2) = 
-2wcos (Bf"n) utAm 

H 'T -i•haJt cos (0) cos (01H) 03Tl 
-2 cos ( Ofln) uf Am 
-2wsin(O)sin (0{1H) OfTtufAm - 2wcos(O)sin (0{1H) O'&rtufAm 

+2wcos(O)sin (Ofln) ofTlu:Am - 2wsin(O)sin (of1n) 9'&i,lu:Am 
-2w COS ( 8{1H) 9f Am ut Am - 2w sin ( 9{1H) 0:Am ut Am 

+2wsin (o{1H) 9fAmufAm 
(

,.H 'T A AH "T A 
+ sin ( 9) sin fliH) 93Tlu1Am + cos ( 9) cos ( fliH) 93Tlu2Am 

H ~ A H ~ A -cos (01H) 02TluSAm - cos(O)sin (91H) 93TluSAm 
+2 cos ( 0) sin ( 9{1H) Of Tluf Am - 2 sin ( 0) sin ( of1n) 9'&rtufAm 

+2sin(9) cos (Bf"n) O[T,ufAm + 2cos(9) cos (9fln) or-rlufAm 
+2sin(9)sin (9fn) 9iTtufAm + 2cos(9)sin (9fH) 9'&rlu:Am 

+ 2 sin ( 0{1H) 9f Am ut Am + 2 COS ( 8{1H) Of Am u:Am 
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+2sin (Ofln) 9fAmu:Am (E.2.46) 

EB(3,3) = 
+2w sin (0) sin (Ofln) ufAm - 2w cos (0) sin (Ofln) ufAm 
-2 COS ( 0) sin ( Ofn) ut Am - 2 sin ( 0) COS ( 0{1H) ufAm - 2 sin ( 0) sin ( Ofn) ufAm 

H 'T 
-l•haJt sin ( 91H) 03Tl 
+2w COS (9)sin (9{1H) 9~lutAm - 2w cos (9{1H) dfTtU:Am + 2wsin (9)sin (o{1H) 9~lu:Am 
+2wsin (9) COS (9fH) 9fAmufAm - 2wcos(9) COS (9fH) 9fAmufAm 

(
,.H 'T A ,.H 'T A 2 ("" ) 'T A - cos (9) sin (0) cos fliH) 93T,u1Am + sin (tliH) 93T,u2Am - sin (9) cos "1H 93T,u3Am 

-2 COS (8{1H) 8iTtutAm + 2sin (8) sin (of1n) 9~lutAm 
-2 cos (8) cos (8{k) 8'fTtufAm - 2 cos (8) sin (OfH) 8'fT,ufAm 

-2 COS ( 8) COS ( 8{1H) 8f Am ut Am + 2 sin ( 8) sin ( of1n) 8f Am ufAm 
-2 COS ( 8) COS ( 8{1H) 0:Am ut Am - 2 COS ( 8) sin ( of1n) 8fAm ufAm 
-2sin(8)cos (ofH) 8fAmufAm (E.2.47) 



E.2 Coefficient ma.trices for the blade substructure. 

The [FB]-matrix. 

Fs(l, 1) = 
lahaJt sin (8) 

+l,naJt cos ( 8) 8iTl 
+lahaft cos (fJ) fJfAm 
- sin ( fJ) uf Am 

- COS (8) (J~lufAm - (J~lu:Am 

+ sin ( 8) 8fAm uf Am - COS ( 8) fJfAm uf Am - cos ( 8) ~Am u:Am 

Fs(l,2) = 
A 

U3Am 

-la haft COS ( 8) 8iTl + la haft sin ( 8) fJ;Tl 
+ cos (8) 8iTtufAm - sin (8) fJfTtufAm 

(JA A + 2AmU1Am 

Fs(l,3) = 
lahaft COS (fJ) 
-l,naJt sin (8) fJfTl 
-l•naft sin (8) fJfAm 
- cos ( fJ) ufAm 

+ sin ( 8) fJh',ufAm + fJf TtufAm 

+ cos ( 8) ~Am uf Am + sin ( 8) 8f Am utAm + sin ( 8) ():Am u:Am 

Fs(2, 1) = 
-l,naft cos (8) sin (8f1H) 

+lanaJt sin ( fJ) sin { 8f1H) fJt,, 
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(E.2.48) 

(E.2.49) 

(E.2.50) 

-lanaft cos (8) COS (8f1H) fJtAm + lahaft sin (8) sin (8f1H) fJtAm - l•naff sin (fJ) COS (fJflH) fJfAm 

+ sin ( 0) cos { OflH) uf Am + cos ( 0) sin { fJflH) ufAm - cos ( 8) cos ( fJflH) ufAm 

+ COS ( fJ) COS ( 0{1 H) fJh',ut Am + sin ( fJfH) fJfTtut Am 

-sin (8) sin (OflH) O~,utAm + sin (0) cos (o{'H) ofT,u:Am 

- sin ( fJ) sin ( 0{1H) fJtAm ut Am + COS ( fJ) COS ( fJfH) fJfAm ufAm 

- sin ( 0) sin ( 0f1H) 8tAm u:Am + sin ( 0) COS ( 0f1H) 0:Am u:Am 

+ cos (0) sin (8{1H) OtAm u:Am (E.2.51) 



E.2 Coefficient ma.trices for the blade substructure. 

FB(2, 2) = 
-l•ha/t sin (6) sin (6f1n) 6iTt - l,ha/t cos (6) sin (6f1n) 6~, 
- sin ( 6f1n) uf Am 
- cos (6) cos (6f1n) 6iTtufAm + sin (6) cos (6f1n) ~,utAm 

+sin (9) sin (9f1n) OiTtufAm + cos (O)sin (9{'n) (J~tufAm 
- sin ( 6) COS ( 6f1H) 9[ TtufAm - cos ( 9) COS ( 9f1n) 9jTlufAm 

- cos ( 9{'H) Of Am uf Am + sin ( 6f1n) O:Am u:Am 
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- cos ( Ofn) of Am u:Am (E.2.52) 

FB(2,3) = 
l,ha/t sin (6) sin (6f1n) 
+l,ha/t COS (6) sin (9&) 6iz,t 
+l,ha/t sin(6) cos (6f1n) 6tAm + l,ha/t cos(6)sin (6f1n) O:Am - l•ha/t cos(6)cos (9f1n) ofAm 
+ cos ( 9) cos ( Ofn) ut Am - sin { 9) sin ( 9{'H) ufAm + sin { 9) cos ( Ofn) u:Am 

-sin (9f1n) 9iTtutAm - sin (9) COS (9f1n) 9iz,tutAm 
- cos (9) sin (9f1n) 6f,.,ufAm + cos (6) cos (9f1n) of,.,ufAm 

- cos (9) sin (Ofn) OfAmutAm - sin (9) cos (OfH) 0:AmufAm 
- COS ( 9) sin ( 9f1H) Of Am ufAm + COS ( (J) COS ( 9f1H) Of Am ufAm 
-sin (6) sin (6f1n) fJtAmufAm (E.2.53) 

FB(3, 1) = 
-l,ha/t cos (9) cos (Ofn) 

+l,ha/t sin (9) cos (Ofn) Oif, 

+l,ha/t cos ( 9) sin ( 9f1n) Of Am + l,ha/t sin ( 9) COS ( 9f1n) 0:Am + l•ha/t sin ( 9) sin ( 6f1H) 6fAm 
- sin ( 9) sin ( 9{'H) ut Am + cos ( 9) cos ( 9{'H) uf Am + cos ( 9) sin ( Ofln) u:Am 
- cos (6) sin (6f1n) Oif,utAm + cos (6f1n) 6~,utAm 

-sin (9) cos (Ofln) Oif,ufAm - sin(O) sin (9{'n) Oif,u:Am 
-sin (9) COS (9f1n) 9fAmutAm - COS (6)sin (6f'n) otAmufAm 

- sin ( 9) sin ( 9f1n) O:Am utAm - sin ( 6) cos ( 0{1H) 0:Am ufAm 
+ COS ( 9) cos ( 9{'H) Of Am u:Am (E.2.54) 

FB(3, 2) = 
-l,ha/t sin (6) cos (6f1n) 6[Tl - l•ha/t cos(O) cos (6f1n) o~, 
- cos ( of'n) ut Am 
+ cos (6) sin (6fln) 6iTtutAm - sin (6) sin (6fln) 6iTtufAm 

+ sin (9) COS (9f1n) 6iTtu:Am + COS (9) cos (9f1n) (J~tufAm 
+sin(O)sin (9f1n) OfTtufAm + cos(O)sin (9{'H) 9~,ufAm 

+ sin ( 6{'H) (Jf Am ut Am + COS ( (J[IH) O:Am ufAm 

+ sin ( Of H) (}: Am u: Am (E.2.55) 



E.2 Coefficient matrices for the blade substructure. 

FB(3,3) = 
l•ha/t sin ( 9) cos ( 9{1H) 
+l•ha/t cos (0) cos (Of'n) e:;., 
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-l.ha/t sin (9) sin (9{1H) etAm + l.ha/t cos (0) cos (Of'n) O:Am + l•ha/t cos (O)sin (e{'H) e:Am 
- COS ( 0) sin ( 9{1H) ut Am - sin ( 0) COS ( 9{1 H) u:Am - sin ( 0) sin ( 9{1H) ufAm 
- cos ( e{'H) Of Ttuf Am + sin ( 9) sin ( 9{1H) 9fT,uf Am 

-cos(9)cos (9f1n) 9fT,utAm - cos(9)sin (9f'n) Of,.,ufAm 
- cos ( 0) cos ( Of'n) Of Am uf Am + sin ( 0) sin ( 9{1H) IJtAm utAm 

- COS ( 0) COS ( e{'H) (J:Am u:Am - COS ( 9) sin ( 0{1H) (J:Am u:Am 
- sin ( 0) cos ( Of'n) Of Am ufAm (E.2.56) 

The [GB]-matrix. 

-1.0 

(w)' [ - sin ( 0{1H) Of Am + COS ( 0{1H) o:Am 

- cos ( 0{1H) Of Am - sin ( o{1H) o:Am 

The [HB)-matrix. 

fJfAm 
- sin ( 0{1H) - COS ( fJ{1H) fJtAm 

- cos ( O{fH) + sin ( O{fH) ot Am 

0 

0 

0 

0 

0 

0 

(E.2.57) 

(E.2.58) 



E.2 Coefficient matrices for the blade substructure. 

The [ RB ]-matrix. 

[RB]= 

sin ( 9f'H) ~Am - cos ( 9f'H) 9fAm cos ( 9f'H) - sin ( 9f'H) 9f Am sin ( 9f'H) + cos ( 9f'H) lJtAm 

cos ( 9f'H) 9fAm + sin ( 9f'H) 9fAm - sin ( 9f'H) - COS ( 9f'H) 9f Am COS ( Of'H) - sin ( Of'H) 9fAm 

45 

. 

(E.2.59) 



E.2 Coefficient ma.trices for the blade substructure. 

The [iBT2;]-matrix. 

;BT2; (1, 1) = 
-r2; sin (0) cos (l,{1H) + rs; sin (0) sin (o{1H) 

- ( r2; cos ( 0) cos ( 0{1H) - rs; cos ( 0) sin ( o{1H)) or-i,l 

-(r2; sin (tJf'H) + rs; cos (o{1H)) 9iTl 

+ ( r2; sin ( 9) sin ( 9{1 H) + rs; sin ( 9) cos ( 9{1H)) Of Am 

-(r2; cos (9) cos (9f1H) - rs; cos (9) sin (9f1H) )O:Am 

- ( r2; COS ( 0) sin ( o{1H) + rs; COS ( 0) COS ( 0{1H)) 0:Am 

;BT2; (1, 2) = 
+r2; sin ( 9{1H) + rs; cos ( 9{1H) 

+ ( r2; cos ( 9) cos ( 9f'H) - rs; COS ( 9) sin ( o{'H)) 9f Tl 

-(r2; sin (9) cos (o{1H) - rs; sin (9) sin (9{1H)) (J~l 

+ ( r2; COS ( 0{1H) - rs; sin ( 9{1H)) Of Am 

;BT2; (1, 3) = 
-r2; cos ( 9) cos ( o{1H) + rs; cos ( 9) sin ( 9f1H) 

+ ( r2; sin ( o{'H) + rs; COS ( 9{1H)) 9f Tl 

+ (r2; sin (9) COS (9{1H) - rs; sin (9) sin (Of'H) )oirl 

+ ( r2; COS ( 0) sin ( 0{1H) + rs; cos ( 0) cos ( o{1H)) Of Am 

+ (r2; sin (0) cos (9{1H) - rs; sin (9) sin (o{'H)) O:Am 

+ (r2; sin (9) sin (Of'H) + rs; sin (0) COS (0f1H)) 0:Am 

;BT2; (2, 1) = 
+r1; sin ( 0) cos_( O{'H) - rs; cos ( 0) 

+ ( r1; COS ( 0) COS ( 0{1 H) + rs; sin ( 0)) Ohl + r1; sin ( o{1H) O~l 

-r1; sin ( 0) sin ( o{1H) Of Am 

+(r1; cos (0) cos (O{'H) + rs; sin (o))otAm 

+r1; cos(8)sin (9{1H) 9fAm 
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(E.2.60) 

(E.2.61) 

(E.2.62) 

(E.2.63) 



E.2 Coefficient ma.trices for the blade substructure. 

;BT2; (2, 2) = 
-r1; sin ( 8{1H) 

-(r1; COS (0) cos (8{1H) + r3; sin (0)) OiTl 

+ ( r1; sin ( 0) cos ( o{'H) - r3; cos ( 0)) O'f-r1. 

-r1; COS (OfH) 8fAm - r3;8fAm 

;BT2; (2,3) = 
+r1; COS ( 0) COS ( Of H) + r3; sin ( 8) 

-r1; sin ( o{'H) 8[ Tl - ( r1; sin ( 0) cos ( o{'H) - r3; COS ( 8)) 8~1. 

-r1; cos(O)sin (ofH) ofAm 

- ( r1; sin ( 0) cos ( 8{1H) - r3; cos ( 8)) O:Am 

-r1; sin ( 0) sin ( 8{1H) o:Am 

;BT2; (3, 1) = 
-r1; sin ( 0) sin ( o{'H) + r2; cos ( 0) 

-(r1; cos (0) sin (Ofln) + r2; sin (0)) ofr1. + r1; cos (o{'a) orTl 

-r1; sin (8) cos (Ofa) of Am 

-(r1; cos ( 8) sin ( Ofn) + r2; sin ( 0)) 8:Am 

+r1; cos ( 0) cos ( Ofn) o:Am 

;BT2; (3, 2) = 
-r1; cos (Ofa) 

+(r1; cos(O)sin (Ofa) + r2; sin(O))Ofr1. 

-(r1; sin ( 8) sin ( Ofa) - r2; cos ( 8)) O[Tl. 

+r1; sin ( 8{1H) Of Am + r2;8:Am 

;BT2; (3, 3) = 
-r1; cos ( 0) sin ( Ofa) - r2; sin ( 0) 

-r1; cos (Ofa) Ofr1. + (r1; sin (0) sin (Ofa) - r2; cos (8) )0~1. 

-r1; COS ( 8) COS ( Ofa) Of Am 

+(r1; sin (8) sin (Ofn) - r2; cos (8) )ofAm 

-r1; sin ( 8) COS ( 8{1H) o:Am 
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(E.2.64) 

(E.2.65) 

(E.2.66) 

(E.2.67) 

(E.2.68) 



E.2 Coefficient ma.trices for the blade substructure. 

The [iBTl;]-matrix. 

iBTl;(l, 1) = 
2wr1;or-i,t 

+2w(r1; cos(O) + r2; sin (O)sin (ofH) + rs; sin(O)cos (ofH) )O:Am 

-(r1; sin2 (0) - r2; COS (0) sin (0) sin (OfH) - rs; COS (OfH) COS (0) sin (0) )eiTt 

( 
H H ) 'T + r2; cos (0) cos (OlH) - rs; cos (0) sin (OlH) 02Tt 

-[2r1; cos (0) sin (0) - r2; ( cos2 (0) sin (Of'H) - sin2 (0) sin (o{'H)) 

-ra; ( cos2 (0) COS (0{1H) - sin2 (0) C08 (0{1H))] 9fTt 

+ 2 ( r2; sin ( 0) sin ( OfH) + rs; sin ( 0) COS ( OfH)) BtAm - 2r1; sin ( 0) 9:Am 

+2(r2; sin(O)sin (ofH) + rs; sin(O) cos (ofH) )efH 

iBTl;(l, 2) = 
-2wr1; 

+2w ( r2; COS ( 0&,) - rs; sin ( 0{1H)) 0:Am 

-r1;9fTt - (r2; sin (0) COS (OfH) - rs; sin (0) sin (OfH) )8¼.rt 

( ( H) H ) 'A 'A +2 r2; cos 01H - rs; sin (01H) 01Am - 2r1;02Am 

+2 r2; cos (01H) - rs; sin (01H Orn ( H H )) 'H 

iBTl;(l,3) = 
-2wr1;0iTt 

-2w(r1; sin (0) - r2; cos (0) sin (Of1H) - rs; cos (0) cos (OfH)) O:Am 

-(r1; cos2 ( 0) + r2; cos ( 0) sin ( 0) sin ( OfH) + rs; cos ( o{'H) cos ( 0) sin ( 0)) 8¼.rt 

+2 (r2j COS (0) sin (ofH) + raj COS (0) COS (ofH)) Of Arn - 2r1; C08 (0) e:Arn 

+2(r2; cos (0) sin (ofH) + rs; COS (0) COS (OfH) )of1H 
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(E.2.69) 

(E.2.70) 

(E.2.71) 



E.2 Coefficient matrices for the blade substructure. 

;BT1;(2, 1) = 
2w ( r1; cos ( 0) cos ( Ofn) + r2; sin ( 0) cos ( ofln) sin ( Of'n) + r3; sin ( 0) cos2 ( ofln)) 

-2w(r1; sin (0) cos (Ofn) - r2; cos (0) cos (Ofn) sin (of1H) - r3; cos (9) cos2 (ofn) )o~, 

+2w(r2; sin2 (Ofn) + r3; cos (Ofn) sin (ofln) )ofT, 
-2w (r1; cos (9) sin ( ofH) - r2; sin (0) cos2 (8f'n) 

+r2; sin ( 0) sin2 ( of n) + 2r3; sin ( 0) cos ( of n) sin ( Ofn)) 8tAm 

-2w [r1; sin (9) cos (Ofn) - r2; ( cos (9) cos (Ofn) sin (ofn) - cos (9) cos2 (Ofn)) 

-r3; ( cos ( 0) cos2 { Ofn) + cos ( 9) cos { of n) sin ( Ofn)) J o:Am 

+ [r1; cos (0) sin (0) sin (Ofn) + r2; (sin2 (9) sin2 (Ofn) - 1) 
+r3; sin ( ofn) sin 2 ( 9) cos ( Ofn)] or Tl 
+ [ r1; COS ( 0) cos ( Ofn) + 2r2; sin ( 9) cos ( Ofn) sin ( 9{1 H) 

+ra; (sin (0) cos2 (ofn) - sin (8) sin2 (Ofn))] O~, 

+ [r1; ( cos2 (0) sin (Ofn) - sin2 (9) sin (Ofn)) + 2r2; cos (9) sin (9) sin2 (Ofn) 

+2r3; cos (9) sin (0) cos (Ofn) sin (Ofn)] orTl 
"A -2r2; cos(O)Oum 

+2(r1; cos (9) cos (Of'n) + r2; sin (9) cos (Ofn) sin (Ofn) + r3; sin (9) cos2 (Ofn) )O:Am 
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+2(r1; cos (9) sin (Ofn) - r2; sin(0)cos2 (Ofn) + r3; sin(O)cos (Ofn) sin (ofln) )o:Am 
"H -2r2; cos (0) 01H (E.2.72) 

;BT1;(2, 2) = 
- 2w ( r2; sin 2 ( 0f1H) + r3; cos ( 9{1 H) sin ( OfH)) 

+2w ( r1; sin ( 9) cos ( of H) - r2; cos ( 9) cos ( ofn) sin ( ofn) - r3; cos ( 9) cos2 ( of n)) or Tl 

+2w (r1; cos (0) cos (Ofn) + r2; sin (0) cos (Ofn) sin (8{1n) + ra; sin (9) cos2 (8{1n)) OiTt 

-2w [2r2; cos (Ofn) sin (Ofn) + r3; ( cos2 (Ofn) - sin2 (Ofn))] 8tAm 

+ 2wr1; COS ( 0f1n) 0:Am 

-(r2; sin2 (Ofn) + r3; cos (Ofn) sin (Ofn) )o~, 
-[r1; sin (0) cos (OfH) - 2r2; cos (0) cos (OfH) sin (Ofn) 

-r3; ( cos (9) cos2 (Ofn) - cos (9) sin2 (Ofn))] OfT, 
-2 ( r2; sin 2 ( 0{1H) + r3; cos ( 0{1 H) sin ( 0fn)) OtAm 

+2(r2; cos (Ofn) sin (Ofn) - ra; sin2 (8fn) )O:Am (E.2.73) 



E.2 Coefficient matrices for the blade substructure. 

;BT1;(2,3) = 
-2w(r1; sin (8) cos (8{1H) - r2; cos (8) cos (Of1H) sin (Of'H) - ra; cos (0) cos2 (9{1H)) 

-2w(r2; sin2 (0{1H) + ra; COS (9{1H) sin (0{1H) )ofTt 

-2w { r1; cos ( 0) cos ( (J{1H) + r2; sin ( 0) cos ( 8{'H) sin ( 8{'H) + ra; sin ( 8) cos2 ( 8{1H)) ~t 

+2w [ r1; sin ( 0) sin ( 8{'H) + r2; ( cos ( 0) cos2 ( 9{1H) - cos ( 8) sin2 ( 9{1H)) 

-2ra; COS (0) COS (O{'H) sin (9{1H)] 0:Am 

-2w ( r1; cos ( 8) cos ( 8{1H) + r2; sin ( 0) cos ( 8{1H) sin ( 9{1H) + ra; sin ( 0) cos2 ( 9{1H)) 8fAm 

+2w(r2; sin (0) cos2 (O{'H) - ra; sin (8) cos (8{1H) sin (9{1H) )o:Am 

-[r1; cos (8) sin (8) sin (8{1H) + r2; { 1 - cos2 (8) sin2 (8{1H)) 

-ra; sin ( 8{1H) cos2 ( 8) cos ( 8{'H)) iJfTt 
'A +2r2; sin (0) 8um 

-2 ( r1; sin ( 0) COS ( O{'H) - r2; cos ( 0) COS ( O{'H) sin ( O{'H) - r3; COS ( 0) cos2 ( 0{1H)) iJfAm 

-2(r1;sin(O)sin (8{1H) + r2; cos(8)cos2 (0{1H) - ra; cos(O)cos (8{'H) sin (8{1H) )O:Am 
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'H +2r2; sin (8) 8rn (E.2.74) 



E.2 Coefficient matrices for the blade substructure. 

,BT1;(3, 1) = 
-2w ( r1; cos ( 6) sin ( 6f'n) + r2; sin ( 6) sin 2 ( 9f'n) + ra; sin ( 9) cos ( 9{'8 ) sin ( 9{'8 )) 

+2w(r1; sin(6) sin (6f'n) - r2; cos(9)sin2 (9f'n) - ra; cos(6)cos (9fn) sin (Of'n) )6~l 

+2w(r2; cos (9fln) sin (9f'n) + ra; cos2 {6f'n) )o~l 

- 2w [ r1; cos ( 9) cos ( 9f'n) + 2r2; sin ( 6) cos ( 9f'n) sin ( of'n) 

+ra; (sin (9) cos2 (6f'n) - sin (9) sin2 (of1n))] lltAm 
+2w (r1; sin (0) sin (9f'n) - r2; cos (6) sin2 (6f'n) - ra; cos (6) cos (of'H) sin (Of'n) )O:Am 
+2w (r2; cos (9) cos (6f'n) sin (ofn) - ra; cos (0) sin2 (Of'n) )O:Am 

+ [r1; cos (9{18 ) cos (6) sin (9) + r2; sin (6f'n) sin2 (9) cos (8fln) 

+ra; ( cos (9fln) sin2 (9) cos (8f'n) - 1)] 9[Tl 

-[r1; cos (8) sin (9fln) - r2; ( sin (9) cos2 (Of'n) - sin (8) sin2 (of'n)) 

+2ra; sin (8) cos (9{18 ) sin (8f'n)] 9~l 

+ [r1; ( cos2 (6) cos (9f'n) - sin2 (9) cos (ofn)) + 2r2; cos (6) sin (9) cos (of'H) sin (Ofn) 

+2ra; cos (6) sin (9) cos2 (9f'n) J o~l 
'A -2cos(6)9um 

-2 (r1; cos (6) sin (9f'n) + r2; sin (8) sin2 (of'n) + ra; sin (0) cos (o{18) sin (6f'n) )0fAm 
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+2 ( Ttj COS ( 8) COS ( 8{1H) + r2; sin ( 6) COS ( 8{1H) sin ( 8{1H) - ra; sin ( 8) sin2 ( o{1H)) e:Am 
'H -2ra; cos (6) 81H (E.2.75) 



E.2 Coefficient ma.trices for the blade substructure. 52 

iBT1;(3,2) = 
-2w ( r2; cos ( Ofn) sin ( of1n) + ra; cos2 ( of1n)) 

-2w(r1; sin (0) sin (o{k) - r2; cos (0) sin2 (Ofn) - ra; cos (0) cos (Ofn) sin (Ofn) )ofTt 

-2w(r1; cos (0) sin (Ofn) + r2; sin (O)sin2 (Ofn) + raJ sin (0) cos (Ofn) sin (Ofn) )o~, 

-2w [ r21 ( cos2 ( of H) - sin 2 ( Ofn)) - 2raj cos ( Of'n) sin ( of1n)] et Am - 2wr1; sin ( Ofn) o:Am 

- ( r21 cos ( ofn) sin ( ofn) + ra; cos2 ( of n)) o~, 
+ [r1; sin (0) sin (Ofn) + r2; ( cos (0) cos2 (Ofn) - cos (0) sin2 (Ofn)) 

,.H H ] "T -2raJ cos(O)cos ("iJI) sin (81H) 03Tt 

-2(r2; (cos (of'n) sin (Of'n) - cos2 (Of'n)) 

+ra; ( cos2 ( Ofn) + cos ( Ofn) sin ( of1n))] O:Am (E.2. 76) 

;BT1;(3,3) = 
+2w (r1; sin (0) sin (Ofn) - r2; cos (0) sin2 (Of'n) - ra; cos (0) cos (Ofn) sin (Ofn)) 

-2w(r2; cos (Of'n) sin (of1n) + ra; cos2 (of1n) )ofTl 

+2w (r1; cos ( 0) sin (of'n) + r2; sin (0) sin2 ( Ofn) + ra; sin ( 0) cos ( Ofn) sin ( Ofn)) O~, 

+2w [r1; sin (0) cos (Ofn) - 2r2; cos (0) cos (Ofn) sin (ofn) 

-ra; ( cos ( 0) cos2 ( Ofn) - cos ( 0) sin2 ( Ofn))] tJtAm 

+2w (r1; cos (0) sin (ofn) + r2; sin (0) sin2 (Ofn) + ra; sin (0) cos (Ofn) sin ( Ofn) )O:Am 

-2w ( r2; sin ( 0) cos ( of1n) sin ( Of H) - ra; sin ( 0) sin2 ( Ofn)) O:Am 

-[r1; cos {Of'n) cos (0) sin (0) - r2; sin (Of'n) cos2 (0) cos (Ofn) 

-ra; ( cos (Ofn) cos2 (0) cos (Ofn) - 1) ]oI,,, 
"A +2ra; sin (0) Oum 

+2(r1; sin (0) sin (Ofn) - r2; cos (0) sin2 (of1n) - ra; cos(O) cos (Of'n) sin (of1n) )tifAm 

-2(r1; sin(O)cos (Ofn) - r2; cos (O)cos (Ofn) sin (Ofn) + ra; cos(O)sin2 {Ofn) )O:Am 
·n +2ra; sin (0) 01H (E.2.77) 



E.2 Coefficient ma.trices for the blade substructure. 

The [,BS2;]-matrix. 

[,BS2;] = 

The [,BSl;]-matrix. 

,BSl;(l, 1) = 

r2j ain ( 9f1H) + r3j coo ( 9f H) 

+ (r2j coo (11fH) - r3; ain (11fH) )11fAm 

- rlj COi (11flH) 

+r1; ain ( 11fH) 9fAm + r2;•:Am 

2w ( r2; cos ( 0{1 H) - ra; sin ( 0{1H)) 

-2w(r2; sin (tJ{1H) + ra; COS (tJffH) )otAm 

+2wri;Oim 

+ ( r2; COS ( tJffH) - r3; sin ( tJfH)) OtAm 

+ ( r2; sin ( tJ{'H) + r3; COS ( tJ{'H)) o:Am 

iBSl;(l, 2) = 
-2wr1; 

+ 2w ( r2; COS ( tJ{1H) - ra; sin ( tJ{'H)) o:Am 
"A -r1;02Am 

( ( H · H ) "H +2 r2;cos OlH)-ra;sm(Orn) Orn 

iBSl;(l, 3) = 
-2w(r2; COS (0{1H) - ra; sin (tJ{'H) )otAm 

"A -ri;OaAm 

+ 2 ( r2; sin ( 0{1 H) + Taj COS ( 0{1H)) 0{1H 
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-r2j coo ( 9f H) + r3; ain ( 9fH) 

+ (r2; ain (11fH) + r31 coo (,flH)) 9fAm 

(E.2.78) 

(E.2.79) 

(E.2.80) 

(E.2.81) 



E.2 Coefficient ma.trices for the blade substructure. 

iBS1;(2, 1) = 
+2w(r2; cos (Bf1n) sin (Bf1n) - r3; sin2 (Bf1n) )O:Am 

- 2w ( r2; cos2 ( 9f'n) - r3; cos ( 9f1n) sin ( 9f'n)) (}: Am 
'A ( H 'A · ("H) 'A -r2;9um + r1; cos Bin) (}2Am + r1; sm 11iir (}3Am 

-2r2;tWn 

iBS1;(2, 2) = 
-2w(r2; sin2 (Bf1n) + r3; cos (Bf1n) sin (Of'n)) 

-2w [2r2; cos (6f1n) sin (Bfn) + r3; ( cos2 (Bfn) - sin2 (Bfn))] ef,.m 

+2wr1; COS (9fn) OfAm 

-(r2; sin2 (9fn) + r3; COS (9fn) sin (9fn) )otAm 

+ [2r2; cos (9fln) sin (9f'n) + r3; ( cos2 (Of'n) - sin2 (9fln))] of,.m 

;BS1;(2, 3) = 
+2w(r2; cos (9fn) sin (9~) - r3; sin2 (9f'n)) 

+2w [r2; ( cos2 (Bfn) - sin2 (Ofn)) - 2r3; cos (Ofn) sin (Bf1n)] 9fAm 

+ 2wr1; sin ( 9f'n) (}:Am 

- ( r2; cos2 ( 9f'H) - r3; COS ( 9f H) sin ( 9f'n)) o:Am 

,BS1;(3, 1) = 
+2w(r2; cos2 (6f1n) - r3; cos (9fn) sin (Bf1n) )9fAm 

+2w ( r2; cos (9f1n) sin (Bf1n) - r3; sin2 (9f1n)) O:Am 
'A · H 'A ("H ) 'A -r3;9um - r1; sm (91H) (}2Am + r1; cos tli-H (}3Am 

-2r3;0{1H 

,BS1;(3, 2) = 

-2w(r2; cos (9{1H) sin (9fH) + r3; cos2 (9fH)) 

-2w [ r2; ( cos2 ( 9f H) - sin 2 ( 9f1n)) - 2r3; cos ( Of'n) sin ( Bf1n)] 9f Am 

-2wr1; sin ( 9{1H) 9:Am - ( r2; COS ( 6{1H) sin ( 9{1H) + r3; cos2 ( 6f1n)) Of Am 

+ [r2; ( cos2 (9fn) - sin2 (9fH)) - 2r3; COS (~fH) sin (Bf1n)] o:Am 
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(E.2.82) 

(E.2.83) 

(E.2.84) 

(E.2.85) 

(E.2.86) 



E.2 Coefficient matrices for the blade substructure. 

;BS1;(3, 3) = 
+ 2w ( r2; cos2 ( 8{1H) - r3; cos ( 8{1H) sin ( tJ{'H)) 

-2w [2r2; cos (8f1H) sin (8f1H) + r3; ( cos2 (8f1n) - sin2 (8f1n))] 9tAm 

+2wr1; cos (Ofln) 8fAm 

+ ( r2; cos ( 8{1 H) sin ( 8{1 H) - r3; sin 2 ( 8fn)) iJtAm 
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(E.2.87) 



E.2 Coefficient matrices for the blade substructure. 

The [iBSO;]-matrix. 

0 

- 2r2; cos ( Ofn) sin ( of H) 
- r 3; [cos2 

( Ofn) - sin2 
( Ofln)] 

- r2; [ cos2 ( Ofn) - sin 2 ( Ofn)] 
+ 2r3; cos ( 9{1 H) sin ( Ofn) 

The {iBH2f)-vector. 

{,BHzj'} = { 

0 

0 

0 

2w [ r2; cos ( Ofn) - ra; sin ( Ofn)] 

56 

r2; cos ( ofn) - ra; sin ( of n) 

r1; cos ( Ofn) 

-r1; sin ( ofn) 

(E.2.88) 

(E.2.89) 

- 2w [ r2; sin ( Of H) + ra; cos ( ofn)] of Am 
(E.2.90) 

The { iBCOf ]-vector. 

{,scof} = (w)' { (E.2.91) 



E.3 Extraction of angular accelerations from inertia vector. 57 

E.3 Extraction of angular accelerations from inertia vector. 

As can be seen from (Part 1, Eq. 4.11.34), the [As]-matrix, S = A or S = B, is part of the 
vector components of the inertia force vector f Ffs }· Further, the way the matrix enters the 
components makes it difficult to extract the D0Fs m a simple way solely by symbolic manip
ulations. It has to be done the hard way, by multiplication of the expression and afterwards 
sorting the result after DOFs and finally writing the vector, or part of it, as a matrix product. 

It has been chosen here only to extract terms related to the second time derivative of the 
rotations. This corresponds to the terms in the skew-symmetric part of the [As]-matrix and 
will contribute to the mass matrix. These terms are important, when the eigensolutions are 
sought. The first time derivatives could equally well be dealt with in the same manner and 
would then contribute to the Coriolis-matrix. It has been chosen here to leave the first time 
derivatives in the vector, allthough the time integration might appear to be a little slower, 
because more iterations might be needed in order to reach equilibrium according to the wanted 
accuracy. 

When extracting angular accelerations, the vector is written for elements on the shaft as 

(E.3.1) 

and correspondingly for elements on the blade 

(E.3.2) 

Here { iFTlA} and { iFTfB} is the remainder, when the other terms have been extracted from 

{iFl4 } and <iFfB 1, respectively. The coefficient matrices and vector for the extracted terms 
are composed as s~own below. 

(E.3.3) 

(E.3.4) 

(E.3.5) 

(E.3.6) 

In these equations the matrix [d<os], S = A or S = B, expresses dependence on local geometry 
and material parameters 



E.3 Extraction of angular accelerations from inertia vector. 58 

[K1xT1 - K2yT4] [K1xT2 - K2yTs] [K1xT3 - K2yT6] 
[-K1yT1 - K2xT1] [-K1yT2 - K2xTs] [-K1yT3 - K2xT9] 
[-K1yT4 - K1xT1] [-K1yTs - K1xTs] [-K1yT6 - K1xT9] 
[K3yT1 - K4xT1] [K3yT2 - K4xTs] [K3yT3 - K4xTg] 
[K3xT1 + K4yT4] [K3xT2 + K4yTs] [K3xT3 + K4yT6] 

[- (Ksx + I<sy) Ti [- (J<sx + Ksy) T2 [- (Ksx + Ksy) T3 
+ K511T4 - K6xT1] + K611Ts - K6xTs] + I<511T6 - K6xT9] 

[K1xT1 + K2yT4] [K1xT2 + K2yTs] [K1xT3 + K2yT6] 
[-K1yT1 + K2xT1] [-K1yT2 + K2xTs] [-K1yT3 + K2xT9] 
[-K1yT4 - K1xT1] [-K1yTs - K1xTs] [-K1yT6 - K1xTg] 
[-K3yT1 - K4xT1] [-K311T2 - K4xTs] [-K311T3 - KuT9] 
[-K3xT1 + K4yT4] [-K3xT2 + K4yTs] [-K3xT3 + K4yT6] 

[- (Ksx + Ksy) T1 [- (Ksx + Ksy) T2 [- (Ksx + Ksy) T3 
-K6yT4 + K6xT1] - K6yTs + K5xTs] - K511T6 + K6xT9] 

(E.3.7) 

Here Mi is the total mass of the element, and [4TEis] is a (12 x 12) transformation matrix 

composed of 4 (3 x 3) usual transformation matrices [TEis] located on the submatrix 
diagonal. All other elements are zero. 

The matrix [iKo3s] is the column matrix corresponding to the 3rd column of [iKos]. 

In [iKos] the Tr-terms, r = 1, .. , 9, are 

T1 = T11T22 - T12T21 
T2 = T11T32 - T12T31 
T3 = T21T32 - T22T31 
T4 = T11T23 -T13T21 
Ts= T11T33 -T13T31 
T6 = T21T33 - T23T31 
T1 = T12T23 - T13T22 
Ts = T12T33 - T13T32 
T9 = T22T 33 - T23T32 

(E.3.8) 

where the Tr8 -terms are components of the tranformation matrix [TEis], located at row rand 
columns. 

The Krc-parameters, r = 1, .. , 6, and c = x or c = y, in [J<os] are 
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K1x = ½rx 

I<111 = ½r11 

f<2x = ½rJxl'x 

K211 = ½rJ11 e11 
I<3x = l2rxf 

l<311 = /2 r11£ 

I<4x = 6ex11xr1x 

I<4y = 6e111111d11 

Ksx = ½rJx 

K _ lr2 
Sy - 2 ly 

K6x = ½exdxesl 

I<6y = ½ e11 ry11 es2 
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(E.3.9) 

The matrices in Eqs. E.3.3, E.3.4, and E.3.5 are composed of transformation terms related to 
transformation between substructures, the origin of which is the skew-symmetric part of the 
[As]-matrix. The actual values are 

[AAT] = 

- [sin(O) + cos(0)0{T1] cos(O)[OfTt - sin(O)OITL] -[cos(O) - sin(0)0~1] 

-OITL 1 OfTt 

- [cos(O) - sin(0)0{T1] -[sin(O)OfTt + cos(O)OITL] [sin(O) + cos(0)0~1] 

(E.3.10) 

[ABT]= 

[-sin(O)cos(Of'n) [-cos(O)cos(0{1H) 
-cos(O)cos(0{1H )O{TL [sin(Ofn) +sin(Of'n )d[TJ 
-sin( 0{1H )OITt +cos(O)cos(O}f )0¥'1 +sin(O)cos(0}/1 )0~1 

+sin( O)sin( o;; )Ot Am -sin(O)cos(Orn )OaTL +cos(O)sin(0}/1 )Of Am 
-cos(O)cos(OW )Of Am +cos( e{1H )et Aml +sin(O)cos(Orn )Of Am 
-cos(O)sin(Orn )e:Am] +sin(O)sin(Ofn )OfAm] 
[sin(O)sin(Ofn) 

[cos(Ofln) 
lcos(O)sin(Ofn) 

+cos(O)sin(0{1H )OfTt +cos(Ofn )81Tt 
-cos(Ofln )OITA -cos( O)sin( O¼f )Oy1 -sin(O)sin(Oj; )8ITt 
+sin(O)cos(0}/1 )Of Am +sin( O)sin( 81H )OaTL +cos(O)cos(Ow )Of Am 
+cos(O)sin(0}/1 )O!Am -sin(Ofn )Of Am] -sin(O)sin(Orn )0:Am 
-cos(O)cos(OlH )03Am] +sin(O)cos(Ofn )OfAmJ 

[-cos(O) [-sin( O)~TL [sin(O) 
+sin(O)OfTt -cos(8)83TL +cos(O)OfTt 
+sin(O)OfAm] -e:Aml +cos(O)OfAm] 

(E.3.11) 
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[-cos(6f1H )6fAm - sin(6f1H )6fAm] [sin(6f1H) + cos(6f1H )6fAm] [-cos(6f1H) + sin(6f1H )6fAm] 

[sin(6f1H)6fAm - cos(6f1H)OfAm] [cos(6f1H)- sin(OflH)OfAm] [sin(6f1H) + cos(Of1H)6fAm] 

-1 

(E.3.12) 

The terms of the first row in these 3 matrices belong to the As(l, 2) element (S = A or 
S = B), the terms of the second row to As(l, 3), and the terms of the third row to As(2, 3), 
the only elements of the skew-symmetic matrix different from zero. Column No. r is composed 
of coefficients to one of the angular acceleration DOFs ~Am or O'!Tt· 
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F Wind field and aerodynamic model. 

The main objective with the present theory is to carry out parametric studies related to 
influence of change in dynamic response parameters, rather than provide the basis for the final 
design of the wind turbine structure. 

It is important that the results reflect what happens relatively, when essential dynamic pa
rameters as e.g. stiffness and mass are varied. Therefore, the aerodynamic excitation of the 
blades must reflect essential characteristics of the real excitation in such a way that changes 
in response, when dynamic parameters are changed, are not caused by the different action of 
the aerodynamic model for the different structural configurations and load conditions. 

As long as this requirement is fulfilled a certain freedom in the choice of model is present. 

Because the phenomina to be investigated are of highly dynamic and non-steady nature it 
would be preferable to use an aerodynamic model, which was able to adequatley describe the 
non-steady interaction between flow field and blade element. This would require a non-steady 
vortex model in combination with a blade element theory, which was able to incorporate the 
effect of time variation of the resulting wind speed at the profile. 

Turbulence is an important factor when the dynamics and the lifetime of a wind turbine are 
investigated. Due to rotational sampling, i.e. the effect of the blades moving through the 
turbulence in a vertical plane, the frequency content in the turbulence is redistributed, and 
this effect is important when a general model for the loads is established. 

The influence of turbulence has been treated through the last years with increasing interest. 
The most convincing models are mainly attached to the frequency domain methods, where 
the treatment of turbulence is carried through with great advantage due to the ability of the 
models to deal with the stochastic nature of turbulence, [M3]. When nonlinear effects must 
be taken into account, the frequency domain models usually get very complicated. 

Also skew wind caused by tilt, yaw misalignment, and slope inclination of surrounding terrain 
are important in characterizing the wind speed, because they give rise to time variation in size 
and direction of the resulting wind speed as felt by the blades. 

Further, experiments have shown that other less obvious three-dimensional effects are of sig
nificant importance on a rotating blade. The most essential of these effects are [Ml] 

1. Centrifugal forces on the aerstream 
2. Radial pressure gradients 

These effects should also be incorporated in the model if the latest findings in the research 
field should be properly represented. 

The non-steady vortex model is available as a sound theoretical basis, e.g. [Hl], [S1], and [H3]. 
Still, the models suffer to some extent from the lack of verification through a comparison with 
experimental data. Further the model is very time consuming, when simulations are run on a 
computer and therefore not well suited for parametric studies. 

The non-steady blade element theory is not yet developed to an operational model, where 
also three-dimensional effects are accounted for. Existing helicopter rotary wing models can 
not be adopted directly, mainly because the flow around a helicopter blade is characterized 
by Reynolds numbers of about one order of magnitude higher than for flows around a wind 
turbine blade. Extensive work is going on in the field, both theoretically and experimentally, 
e.g. [B2] and [M2]. 
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Considering the freedom in choice of model for aerodynamic excitation, and the facts about 
the ideal models, as mentioned above, it has been decided to use the simple and well known 
blade element theory, with inductions derived by considering the momentum balance for a 
stream tube as basically outlined in (G3]. The method is slightly modified here to allow for 
axial inductions greater than ½ by introduction of a reduction factor on the mass stream. 

The limitations of the method are reflected in the development of new models. These lim
itations are well known to day, because extensive comparison with experimental results has 
taken place through the last decade, for wind turbines of the type and size, the investigation 
of which is the aim of the present work. 

The three-dimensional effects mentioned above could to some extent be accounted for, because 
the investigations in (Ml] have resulted in a set of profile coefficients, which reflect the influence 
of these effects. The coefficients are valid for one specific use of a specific blade, and that 
blade will be a part of one of the configurations, which will be the aim for simulations with 
the present model. 

The experience with the simple blade element theory has shown that especially when the blades 
are stalled, the assumptions for the method are violated and the results might be erroneous, 
and perhaps even useless e.g. in a dynamic analysis. The hysteresis loop in (M2) shows that 
highly unsteady conditions might arise in the stalled region 

Wind shear and tower shadow are included in the model and the tower shadow is the main 
source for dynamic excitation of the structure when turbulence is disregarded. Different tur
bulence models can be included with ease, because the wind vector is defined in space and 
time in the model by now. 

The numerical turbulence time simulation models available generally require much processor 
memory because an adequate model must incorporate the true frequency content and correctly 
describe the spatial structure of the turbulence as function of time with a rather fine resolution 
in order to get something usable (Vl]. Models better suited for computer simulation are under 
development. One method uses a backward difference equation in combination with generation 
of random numbers, but the method is not yet available for three dimensional flow [G5]. 
Another method is based on a series expansion of the turbulence [H4) and when the series is 
truncated a model usable in simulations is achieved. The estimation of the influence of the 
truncation on the results is then an important part of the use of the method. 

In spite of its memory consumption the Sandia model (Vl] has been chosen for the simulations 
in the present work. The method is rather well documented, allthough some aspects regarding 
the preservation and distribution of the variance do not seem to be completely explained. Still, 
this is of less importance in parametric studies where we primarily want to look for relative 
changes in response, rather than the absolute values. 

The induction is calculated under the assumption that the 'frozen wake' approach is valid, 
which means that it is assumed that the wake is unaffected by the fluctuations in wind speed, 
only the mean values influence the generation of the wake (T2). For simulations carried out at 
constant mean wind speed this assumption has as a consequence that the induction can be 
calculated initially and used throughout the simulation. 

Because the usual way of setting up the induction equations is based on scalar expressions for 
axial and tangential directions, respectively, and the present theory is set up in vector notation, 
it has been found valuable to go through a summary derivation of the equations with the aim 
of providing the expressions needed in the present context. 

Below, the wind field is first described. The free wind is assumed to follow the logarithmic 



F .1 The free wind. 63 

shear law as mentioned in Sec. F.1. The tower shadow is modelled by use of the potential 
flow model. This is mentioned in Sec. F.2. Below in Secs. F.3, F.4, and F.5 the derivation 
of the expressions for induced velocity and aerodynamic forces at a cross section is carried 
out. Next, in Sec. F.6 the actual radial distribution of cross sections, where aerodynamic 
calculation takes place ( denoted calculation points) is described. Finally, in the same section, 
the consistent transformation of the aerodynamic loads to the element nodes is derived. 

F .1 The free wind. 

The local free wind speed, { vMl, is defined as the wind speed that would be found at the 
location if the wind turbine to 6e analyzed was not present. The upper index M indicates 
that the vector components are with reference to a coordinate system, which is well suited for 
description of the free wind field and here denoted the meteorological coordinate system. 

The free wind vector at a point, defined by the position vector {rM}, is usually resolved in 
two vector components 

where 

{ v!{ [ { rM}]} 

{ vf [ { rM } , t]} 

t 

(F.1.1) 

is the mean wind speed. Usually the averaging period is 10 min
utes 

is the wind speed fluctuation, the turbulence, reflecting the 
stochastic characteristics of the free wind (the lower index t refers 
to turbulence) 

is the position vector to the point in question 

used as independent variable is the time 

In general all factors influencing the free wind should be taken into account, e.g. terrain rough
ness, atmospheric stability and local topography. Terrain roughness should here be understood 
in a wide sense also including e.g. other wind turbines. 

F.1.1 Mean wind. 

The air flow at a real wind turbine site is often influenced of important irregularities in the 
upwind direction. A design model should of course allow for incorporation of these effects also 
in relation to the mean wind speed, e.g. reversed flow near the edge of a slope. But considering 
the objective with the present work these effects will not be modelled here, because the primary 
need is just an appropriate reference case. 

The free mean wind speed can often be adequately described by a simple shear law when the 
terrain is homogeneous in the upwind direction. 

One possibility is to use the logarithmic shear law which will be adopted here: 

(F.1.2) 
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This equation gives the numerical value of the wind speed at a given height over the ground 
ZM, and assumes that the mean free wind vector is parallel to the surface of the ground, and 
that the ZM-axis is perpendicular to the surface. 

The new symbols in Eq. F.1.2 has the meaning: 

ZM,hub ZM-coordinate for the hub (lzM,hubl =hubheight) in M-coordinates 

z0 roughness length for the surrounding terrain in upwind direction 

The only reason for considering the hub height lzM,hubl in M-coordinates, indicating that 
lzr,hubl and lzM,hubl may be different, is that the simple shear law is believed to be an acceptable 
model also for the flow following a slope as long as the location is far enough from significant 
changes in slope inclination. The subject of describing the factors influencing the flow in general 
is without the scope of the present work and shall not be pursued any further. 

F. 1. 2 Turbulence. 

The turbulent part of the free wind speed is completely described in the M-coordinate system 
in terms of spectral densities of the velocity components at a fixed point and coherence and 
phase spectra to specify the statistical correlation between velocities at two separate points. 

Allthough fluctuations in a plane perpendicular to the mean wind direction are part of a 
complete description they are disregarded in the present work because their influence on the 
blade loads usually can be neglected, at least when the blade profile is unstalled as shown 
in [MS). 

The longitudinal wind fluctuation, vft = u, the fluctuation in direction of the mean wind speed, 
is modeled as a stationary and homogeneous random field with zero mean.The stationarity 
implies that the probability distributions only depend on separation in time and not on absolute 
time. Equivalently, the homogeneity implies that the probability distributions only depend on 
spatial separation in a plane perpendicular to the mean wind direction and not on absolute 
location in the plane. 

The stationarity assumption is necessary in order to make use of the description of the process 
by correlation functions. For time periods of the order of magnitude 10 minutes, which will 
be the case in the present simulations, it is realistic to assume stationarity and the problem of 
how to deal with the instationarity can be preserved untill the longer periods must be analyzed 
e.g. in a fatigue analysis. 

The homogeneity assumption implies that the probability distributions of the turbulence at 
given points must be invariant with respect to a parallel displacement of the given point con
figuration. Within an area of the size of the rotor disc this approximation is usually good, at 
least for small and medium size wind turbines. Comparison of models which assume homogene
ity with extensive measurements on rotor diameters up to 40 m has shown good agreement, 
e.g. for the Nibe wind turbines [PS], at sites without important irregularties. 

It is further assumed that Taylors "frozen turbulence" hypothesis is valid, i.e. 

(F.1.3) 

YM is the YM-coordinate at time t 

YMo is the YM-coordinate at time t0 

T = t - t 0 is the time separation 
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The hypothesis expresses that an observer would experience the same turbulence whether he 
was at rest at a point with the turbulent wind field passing by or he was moving with the mean 
velocity -vm through a "frozen turbulence", i.e. a volume with all the air particles fixed at a 
given instant. 

The power spectrum for the longitudinal fluctuation is here described by a one-sided power 
spectrum (i.e. a spectrum only defined for positive frequencies but with a value of twice the 
standard two-sided spectrum), which is due to [Kl) 

{F.1.4) 

where the symbols have the following meaning and relation to other characteristic parameters 

w frequency in rad sec 

w 

variance 

spectrum length scale 

peak frequency 

frequency at which wSu (w) has its maximum 

According to extensive investigations [M3] it is general practice in wind turbine analysis to 
assume that the phase spectrum is identically zero and further that the coherence function 
has the simple exponential form [D1] 

X (D,w) 2 = exp (-Aµ) 

where 

A is the decay factor 

µ = [ (~~)2 + (f )2] ½ is the similarity factor 

D is the separation between the two points in a plane perpendicular to 
the mean wind direction 

(F.1.5) 

Also, it will be assumed that the cross-spectrum between the longitudinal wind components 
at points on a plane perpendicular to the mean wind direction can be factorized giving 

(F.1.6) 

where 

{ri} i = 1, 2, is the position vector in the plane to point no. i 

Without going into further detail about the actual definition of the meteorological coordinate 
system relative to the tower coordinate system, it is at present simply assumed that the 
transformation matrix [TMT]. which transforms a vector from the meteorological coordinate 
system (index M) to the tower coordinate system (index T), is known for a specific wind turbine 

location and actual wind conditions. The wind-vector is transformed to tower coordinates 
through the transformation 
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(F.1.7) 

and the wind speed is now specified in space and time to a level where the interaction between 
wind field and wind turbine structure can be analyzed. The first step in this analysis is the 
incorporation of the influence of tower interaction on the flow field. This will be done in 
Sec. F.2. In the following section a short review of the method used for turbulence simulation 
will be given. 

F.1.2.1 Simulation of turbulence. 

In the following the numerical procedure adopted for simulation of the fluctuating part of the 
wind field, the turbulence { vff [ {rM}, t]}, is described. As explained in Sec. F.1.2 only the 

longitudinal component is taken into account in the present analysis, v:,t = u. 
The turbulence is considered to be adequately described as a homogeneous and stationary 
three dimensional random field covering a cylinder with the same diameter as the rotor. 

The simulation method is almost identical to· the one outlined by Veers [Vl) for wind turbine 
application and originally developed in [52) for general simulation of random processes. 

On the assumptions mentioned in Sec. F.1.2 the turbulence is completely described by the 
power spectral density S (w) and the coherence function x (D,w)2. 

The objective is now to simulate the turbulence at discrete points adequately distributed in 
the cylindrical volume which during a given time T0 passes through the rotor disc moving with 
the mean wind speed Vm. 

The points are assumed to be positioned along lines parallel to the mean wind direction. The 
lines are mutually positioned according to some simple geometrical relations which facilitate 
the coding. In a plane perpendicular to the mean wind direction the position of the lines might 
e.g. be as shown in Fig. 1. 

According to the coordinate definitions, the mean wind speed Vm is in direction of the YM-axis. 
The simulation points are located at two cylindrical surfaces with radii r 1 and r 2, respectively, 
and further a row of points along the YM-axis. The Nazi azimuthal positions are equally spaced 
(b.0 = 271' /Nazi) and numbered from 1 to Nazi = 6, with the numbers enclosed in circles. The 
simulation points belonging to each time series, or equivalently to each line, are all given the 
same number, ranging from 1 to Nsim = 13. As the Taylor hypothesis is assumed valid, the 
generation of the turbulence at a given instant and covering the cylindrical disc volume can 
be used in the time simulation by propagating the cylinder with the mean wind speed Vm, and 
the cylinder having its axis coinciding with the YM-axis. 

If the YM-axis is inclined relative to the turbine rotor axis (the YA-axis) the cylindrical 
volume with turbulence will only cover an elliptic cross section of the rotor and a time delay is 
further introduced. As these effects are of the order of magnitude [1-cos (inclination)] x 100% 
they have been ignored here. 

As the point spectrum and the cross spectra contain the information about the process, the 
spectra are the basis in the simulation. 

For the simulation we want discrete time series, which give values of the turbulence at moments 
where we intend to sample the turbulence. In order to make transformations from the frequency 



F.1.2.1 Simulation of turbulence. 

The numbers enclosed in 
circles denote azimuthal 
positions. 
The free numbers denote 
simulation points. 
The YM-axis and the 
mean wind speed are di
rected into the paper. 

© 
4 

CD 1 

ZM 

67 

Figure 1: Example showing distribution of simulation points at the rotor disc. 

domain to the time domain easier by use of the fast Fourier transform (FFT) algorithm for 
the discrete Fourier transformations (DFT's) involved, the discretization is carried out already 
in the frequency domain. 

To proceed we thus have to discretize the spectra which here is equivalent to discretizing the 
point spectrum. 

If the actual sampling interval is !:it, and we want the time series to cover N samples, then 
the total sampling time is 

To= !:itN (F.1.8) 

By choosing these two parameters we have also chosen the frequency resolution. In order to 
make the FFT effective N is chosen as a power of 2, N = 2n with n being an integer. The 
corresponding frequency increment is 

271" 271" 
!:iw= - = --

To !:itN 
(F.1.9) 

and the highest frequency represented in the resulting time series is the Nyquist frequency 

11" N 
Wmax = - = -/:iw 

!:it 2 
(F.1.10) 

When using the DFT the spectra must have the two sided representation with also negative 
frequencies represented. The discrete auto-spectrum is now derived from Eq. F.1.4 at point 
No. r as 

(F.1.11) 
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where 

wk = k!:::,,.w, and k = 0, ... , ~ 

½ gives the two sided spectrum values for positive frequencies 

The ordinates of the discrete power spectrum for negative frequencies are found from the 
ordinates for positive frequencies because the two sided spectrum is an even function in w, so 
that 

where now 

k=l, ... ,(~-1) corresponding to positive frequencies with index 
(~ + 1) , ... ,(N -1), when used in the DFT 

(F.1.12) 

giving a total of N discrete spectrum values, consistent with the definition of the discrete 
Fourier transform. 

In the following the counters for discrete values of time (p) and frequency (k) are placed as 
upper right indices on the respective discrete values ( except for wk), while counters for row 
and column positions are placed as lower right indices on the vector and matrix elements. 

The discrete cross-spectrum for points no. r and s is found as (from Eq. F.1.6) 

(F.1.13) 

where 

Drs is the separation between points No. r and s 

In [Vl] it is proposed to use the auto- and cross-spectra corresponding to the actual location 
of the simulation points, so that the local mean wind speed enters the above expressions. But 
according to the homogeniety assumption the mean wind speed at the center point (in the 
example point No. 13), equivalent to the wind turbine hub, is used in the present implemen
tation. There is then no need for distinguishing between auto-spectra at different points and 
the following notation can be introduced 

(F.1.14) 

This simplification reduces the computational work and the need for storage considerably. 

The spectra are now arranged in a Nsim x Nairn spectral matrix where the row and the 
column numbers correspond to the simulation point numbers. The diagonal spectra will then be 
identical to the auto-spectrum and the off-diagonal spectra are the cross spectra. The matrix 
is real and further symmetric due to the symmetry in the separation parameter, Dra = Dar 

Sk Sf2 Sf3 Sk 
IN,im 

Sk S~3 Sk 
2N,im 

[s~] = 
Sk s;4 Sk 

(F.1.15) 3N,;m 
Sym-

metric Sk StN,;m-l)N,;m 
Sk 
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When the distribution of simulation points in the rotor disc plane has equally angular spaced 
azimuthal locations (~O in Fig. 1), the number of different cross-spectra can be reduced with 
a factor Nazi relative to the trinagular off-diagonal matrix. Considerable computational work 
and storage can thus be saved by proper choice of simulation point geometry. 

A lower triangular matrix [H] is now defined by the matrix product 

(F.1.16) 

where '*' denotes complex conjugation and 'T' the transpose. 

Because the spectra are real valued and s1c ~ s;,, then a real solution is found for [n1c] and 
the complex conjugation has no influence. 

As [st] is positive definite the [n1c] matrix can be found by a simple recursive solution 

algorithm, solving for the H;, elements column-wise. 

Now, the Fourier coefficients {Uk} for the N,im correlated time series can be calculated from 
the following expression 

(F.1.17) 

where the components of the vectors are defined as 

~Jc Fourier coefficient for frequency component k at simulation point No. r 

P,k = exp iO! is a complex number, with the random phase O! uniformly dis
tributed between O and 21r. Here i is the imaginary unit. 

The equation for the single Fourier coefficients corresponding to point No. r and frequency 
component No. k, written as a sum, is 

r 
Uk=~ Hk eiB! 

r L..J r, (F.1.18) 
a=l 

where i in the exponent is the imaginary unit. 

The effect of the multiplication with the complex number is at the level of Eq. F.1.17 to 
add a random phase to the Fourier coefficient in question and in the time domain to make 
the resulting time series approach a Gaussian process with zero mean when the number of 
frequency components increases according to the central limit theorem. 

The time series at simulation point No. r is now found by an inverse discrete Fourier transform 

(F.1.19) 

A convincing exercise showing the validity of this expression can be carried out as follows. 

By deriving the auto- and cross correlations for the resulting time series and taking the Fourier 
transform of the correlation it can be shown that the procedure generates the original target 
spectra in the limit [52]. 

The above outlined procedure will generate a discrete time value in the disc plane at each time 
step. One would usually choose the discrete time values corresponding to the time of passage 
of a blade. For a horizontal axis wind turbine with the number of blades Nb and the angular 
velocity of the rotor WR the time step would be 
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(F.1.20) 

When doing so, only discrete values of the time series are sampled at N-,, azimuthal positions 
at each time step. The values at the Nazi - N-,, remaining positions are spilled. 

A way of avoiding this, and at the same time making the calculation more effective, is to 
introduce an appropriate time delay to each time series corresponding to an azimuthal collection 
of simulation points, in order to generate discrete values only at the time of sampling. 

In order to make the technique effective the number of azimuthal positions should be a multiple 
of the number of blades N-,,. If now the number of azimuthal positions Nazi is divided into 
N-,, groups, then each azimutal position within each group must have increasing time delay in 
direction of the rotation starting with zero delay at the first azimuthal position. If positions 
with number index j within each group are assigned local numbers from Oto (NazdN-,, -1), 
with the numbers increasing in direction of rotation, then azimuthal positions with the same 
number must have the same time delay. With reference to Fig. 1 the numbering is illustrated 
for the number of blades N-,, = 3. Assume that the zero position is with blade 1 at azimuthal 
position 1, blade 2 at position 3, and blade 3 at position 5. Group 1 would then cover positions 
1 and 2, group 2 positions 3 and 4, and group 3 positions 5 and 6. The local number O would 
be assigned to positions 1, 3, and 5, and the local number 1 to positions 2, 4, and 6. The 
time series at the center point (No. 13) is not delayed. The directly sampled values at the 
center will only cover sampling when the blades are in local position 1. The remaining values 
are achieved by interpolation. It is accepted because the accuracy is less important close to 
the hub. 

The actual time delay for local position No. j within a group is calculated from 

(F.1.21) 

Because we actually are generating the time series in the frequency domain it is straight forward 
to introduce the time delay here, which is equivalent to introducing a phase delay, which then 
is frequency dependent. If one term in the Fourier series is considered 

(F.1.22) 

it is observed that the time delay tdelay,j, for the k'th harmonic, corresponds to a change in 
phase of 

(F.1.23) 

This relation is introduced in Eq. F.1.19 to give the final delayed time series as 

(F.1.24) 

where discrete turbulence values now are generated on N-,, helical sheets following the path of 
the blades. 
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In this equation a reference between the local number j and the global number r is implied. 

For the actual dynamic simulations the time step, required in order to achieve stability and 
acceptable accuracy, will usually be much less than the time step which an angular resolution 
can offer, owing to the limits in computer storage. It will therefore often be necessary to 
interpolate in azimuthal direction equivalent to time. Interpolation will also be needed in the 
radial direction with the chosen radial resolution. These interpolations will to some extent 
influence the quality of the resulting wind input at the aerodynamic calculation points, but 
the problem is believed to be minor as long as the resolution of generated turbulence is good 
at the outer part of the blade. The error is due to limited frequency resolution and is detected 
in the power spectra as a loss of variance [Vl). This topic will not be investigated any further 
theoretically in the present work. The quality of the simulation will only be evaluated by 
comparison with measurements. 

F .2 Tower interference. 

In this section the influence from tower interference on the flow field is considered. 

It is assumed that only the mean wind speed is affected by the tower and only its components 
in a horizontal plane. It is further assumed that the flow can be modeled as a potential flow 
field, and the tower is assumed to have a circular cross section. 

In direction of the projection of the free mean wind speed { vmh} on the horizontal plane an 
Yn-axis is defined as shown in Fig. 2. The z-axis and the origo of this new coordiante system 
is coinciding with the z-axis and the origo of the tower coordinate system (index T) and the 
xn-axis is the third axis in the triad. The potential flow field is initially described in a polar 
coordinate system (ro, 0) and then transformed to the rectangular coordinates (xM, YM, ZM ). 

In Fig. 2 the symbols not already mentioned has the meaning: 

ayaw the yaw angle defined here as the angle from the xn-axis to the xr 
axis, i.e. positive in the usual z-positive sense. As long as the rotor 
axis is aligned with the YT-axis this yaw definition is in accordance 
with that commonly used 

{ vR} polar unit vector in radial direction 

{ v8 } polar unit vector in tangential direction 

0 angle for polar coordinates 

r8 radius for polar coordinates 

rT radius of circular tower cross section 

From potential flow theory it is well known that the flow around a circular cylinder is described 
in polar coordinates with the actual coordinate definitions in mind as 

Vmh = l{vmh}I, is the numerical value of the projection of the free mean 
wind speed on the horizontal plane 

(F.2.1) 

(F.2.2) 
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Figure 2: Horizontal plane coordinate system and polar coordinates for description of 
potential flow around the tower. 

Transformation to rectangular coordinates is carried out by use of the geometric relations 

XH 
cosB = -

re 

. () YH 
Sln = -

re 

(F.2.3) 

(F.2.4) 

(F.2.5) 

which after substitution on the right hand side in Egs. F.2.1 and F.2.2 gives the wind vector 
components with reference to the unit vectors of the polar coordinate system. 

Further these must be transformed to the H-coordinates by the transformation (only two 
dimensions are considered) 

{ 
vf mx } = [ c?s () - sin() ] { VR } 
VH sm () cos () Ve 

Jmy 

(F.2.6) 

Carrying out this multiplication and the substitutions from Eqs. F.2.3, F.2.4, and F.2.5 the 
result in rectangular coordinates is finally written after reduction 

(F.2.7) 

[ 
2 2 l H xn-Yn 2 

V /my = Vmh 1 + ( 2 2 )2 rT 
xn+Yn 

(F.2.8) 
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The resulting mean wind speed vector { vfm} in H-coordinates, including influence of t~er, 
is now obtained as the new horizontal components from Eqs. F.2.7 and F.2.8 and the vertical 
component vfmz = vt!z which was not modified by the tower influence. Finally the vector is 
transformed to the tower coordinate system by use of the transformation 

which also defines the transformation matrix [THF]- The position in the horizontal plane where 
the wind speed is sought is usually known in the tower coordinates. The corresponding H
coordinates are found from 

{ 
XH } = [ c~s Oyaw - sinayaw ] { XT } 

YH sm Oyaw cos Oyaw YT 
(F.2.10) 

The resulting wind speed in tower coordinates, equivalent to the flow field in the proximity of 
a wind turbine without rotor, is now written in tower coordinates as 

is the turbulent fluctuations directly transformed from meteorological 
coordinates 

(F.2.12) 

(F.2.11) 

The tower influence is only considered for points below the horizontal plane through the hub, 
defined by the z-coordinates lzrl < hubheight. 

F .3 Momentum balance for a stream tube and induced veloc
ity. 

The aerodynamic forces on a blade element are assumed to be adequately described by the 
simple blade element theory. As shown in Fig. 3, the blade element is a radial section of the 
blade at radius z and of length ~z. The aerodynamic properties of the element are assumed 
to be completely defined by length and position of the chord, c, and profile coefficients, which 
relate the resulting wind speed to the force at a specific angle of attack, a (see Fig. 4). 

The derivation of induced velocity is carried through by considering the momentum balance 
for a stream tube as shown in Fig. 3. The derivations found in the litterature e.g. [G3) consider 
the momentum balance for an annular stream tube and assumes that neighbouring tubes do 
not interact and further, that the induction is the same all over the annulus. The first of these 
assumptions is equivalent to assuming that the shear stress between adjacent annular tubes 
is negligible. The second assumption implies that the flow field must be axi-symmetric. These 
assumptions lead to rather simple equations for the induction. Only experiments can show 
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Figure 3: Stream tube and blade element. 

whether the assumptions are reasonable. The flow through a wind turbine rotor is influenced, 
among other things, by wind-shear, tower shadow, and turbulence. The above assumptions are 
therefore always violated to a certain degree. Nevertheless, the equations are often used in their 
original form when incorporated in wind turbine models. It is equivalent to only considering a 
stream tube as shown in Fig. 3 and assuming that neighbouring tubes do not interact. This 
is done in the following, where the induced velocity is derived by considering the momentum 
balance for such a stream tube. 

Below, the lower index s refers to the direction in which the momentum balance is considered. 

The decrease in momentum for the flow through a stream tube, as shown in Fig. 3, is considered 
during the time for one rotor revolution 

where w is the angular velocity of the rotor. 

The mass-stream through the tube is 

where 

g density of the air 
Us velocity of the air through the tube 
z actual radius 
AOa increment in azimuthal angle 
Az radial length of the blade element 

(F.3.1) 

(F.3.2) 
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and the product in the brackets gives the area of the stream tube. 

In the simple momentum theory the continuity condition for the flow implies that the decrease 
in wind-speed at the rotor plane is half the total decrease in speed for the air-stream passing 
the rotor disc. The half decrease is equal to the axial induction, w., and the total decrease is 
equal to 2w.,. The same relation is assumed to be valid for the tube considered here. 

By use of Eq. F.3.2 for the mass stream and the total decrease in velocity the total decrease in 
momentum for the flow through the stream tube, during one rotor revolution can be written 

(F.3.3) 

This change in momentum is equal to the impulsive force from the rotor blades on the stream 
tube. The impulsive force from N blades (during one rotor revolution} is 

(F.3.4) 

where 

F, - l.Az expresses the lift force from one blade element on the stream tube 
At Ai0 is the time this force acts on the tube during one revolution 
z. projection of lift (per unit length} on the direction in which the momentum balance 

is considered 

Equating the change in momentum and the impulsive force gives, after common factors have 
been cancelled 

NZ.= 41reu.,w.z (F.3.5) 

The induced velocity on the right hand side w8 , is derived under the assumption that the rotor 
can be represented by a disc corresponding to an infinite number of blades. w., is therefore also 
influenced by the actual number of blades. A correction for this is introduced in Eq. F.3.19 
below. 

The direction in which the momentum balance is considered, as referred to above with the 
index s, is defined by the vector {e.,}. In order to distinguish between {e.} and its projection 
on the profile cross section, the normalized projection is written with an extra lower index c, 
{ e.c} as shown in Fig. 4. { e.,} is parallel to the z-axis of the main shaft element closest to the 
hub and is directed downwind. The choice of this direction is based on the assumption that 
the total influence of the blades considered as a disc is in that direction. 

It is convenient to define a coordinate system at the cross section, (x., y., z.), where { e.c} is 
the unit vector in the y.,-direction. The z.-axis coincides with the aerodynamic center and is 
parallel to the element z-axis. The x.,-axis is found as the last in the right hand triad. 

This coordinate system is suitable for the calculations concerning the two-dimensional flow 
over the profile. 

In Fig. 4 a cross section of the blade is shown. The two dimensional flow, from which the 
aerodynamic forces are derived, is considered. The vectors in the figure not already explained 
have the following meaning: 
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Vectors with lower last index c are 
projections of vectors on the cross 
section. { e5c} is the normalized 
projection of {e5 }. 

Figure 4: Projected wind speed and lift at a cross section. 

{ Vr} resulting wind speed at the cross section 

(F.3.6) 

{ v Jc} projection on the cross sectional plane of the free wind speed { v J}, including 
influence from tower shadow, shear, and turbulence, i.e. the wind speed that would 
be found at the same location if no blades were present 

{ Vee} projection on the cross sectional plane of the wind speed {Ve}, experienced by the 
blade due to its own velocity, including elastic deformation velocity 

{ VeJc} projection on the cross sectional plane of the sum of { ve} and {VJ} 

{ w} induced wind speed, directed opposite to the lift { l} and perpendicular to { vr} 

{ /} resulting lift force, perpendicular to { vr} 

{ e1} unit vector in direction of lift 

The remaining symbols in Fig. 4 refer to 

c chord length 



F .3 Momentum balance and induced velocity. 77 

angle of attack. The angle from chord direction to resulting wind speed { Vr}. 
The angle is positive in negative Zs-sense (positive Zs-sense refers to the rotation 
direction, which a right hand screw should be turned in order to move in direction 
of Zs) 

Oos angle from chord direction to Xs, The angle is positive in positive Zs-sense 

To proceed, it will be helpful to derive the scalar quantities in the momentum balance in 
Eq. F .3.5 from the vectors representing velocities and forces. 

The following interpretation is given of the scalars above 

U 8 is the projection of the sum of the free wind speed, { vf} and the induced velocity, { w8 }, 

upon the shaft-parallel unit vector {e8 }. If the projections are expressed by the scalar 
product we get 

(F.3. 7) 

la is the projection of the lift vector upon { e8 } 

(F.3.8) 

where 

{18
} tel{v~}j2cL(a)c{ef} 

- l {ef} (F.3.9) 

In this equation some symbols have been used for the first time and their meaning have 
to be explained: 

l 

the profile lift coefficient for 2-dimensional flow, which is a function of 
a. 

numerical value of the lift (Eq. F.3.9 defines the variable) 

The vector introduced above, { ef }, is found as the unit vector in the direction of { v:} rotated 
~ in negative z3 -sense. This relationship is explained by the law giving the size and direction 

of lift caused by the circulation around the profile { ,!} and the resulting velocity { v;} 

(F.3.10) 

{ ,t} is directed along the z-axis. 

The unit vector in direction of { v;} is written 
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(F.3.11) 

Expressing { v!} in this equation by its components in the S-system 

(F.3.12) 

we get 

(F.3.13) 

(F.3.14) 

The unit vector in direction of the lift is the vector { e!} rotated j in negative z.-sense or 
equivalently defined by the cross product 

(F.3.15) 

Now, the momentum balance can be written in vector notation 

41re({e;}T {vf}+{e;}T {w8
}) ({e:}T {w8 })z= 

iN l! I{ v~}j2 CL (a) c ( { ef} T { e;}) (F.3.16) 

from which the induced velocity { w8 } T = [w!, w:, o] has to be found. In fact Eq. F.3.16 is 
an equation with only one unknown scalar, when it is realized that 

(F.3.17) 

Introduction of this relationship in the momentum balance Eq. F.3.16 gives after reduction 

w- Nl{v;}j2

CL(a)c 
- 81rz ({ e!}T { vj} - w {e!}T { er}] 

(F.3.18) 

giving a value for the induced wind speed. The solution is an iterative procedure because { v;}, 

{ ef }, and a are functions of w. 



F .3 Momentum balance and induced velocity. 79 

In deriving the momentum equation it has been assumed that the rotor has an infinite number 
of blades. When only a finite number of blades are present the induction will not have its full 
strength close to the boundary of the wake due to a flow of air around the edges of the vortex 
sheets, which are shed from the trailing edges of the blades. An approximate description of this 
flow has been given originally by L. Prandtl and can be found in (G3]. According to this theory, 
the influence on the induced velocity is taken into account through the so called tipcorrection 
which is expressed by the reduction factor 

2 [ ( NR-z)] F = ; arccos exp - 2 z sin <I> (F.3.19) 

where 

R is the radius of the rotor 

<f> is the angle between the vortex sheet and the plane of rotation at the blade 
tip. The angle can be derived from 

(F.3.20) 

In the present application of the theory the tipcorrection is introduced in Eq. F.3.18 as a factor 
on w, only on the left hand side. This is in accordance with the use of the theory in (01, 31 
pp.) where a reference is given to [V2). Here, it is shown that the tipcorrection should be used 
in this way, and w on the right hand side of the equation should not be corrected, as one 
would immediately expect. 

Defining the axial induction factor as 

(F.3.21) 

it is clear from the derivation of the momentum equation that the theory only is valid for the 
axial induction factor less or equal to ½, in that a = ½ corresponds to zero velocity in the 
wake. 

In order to adapt the theory to situations of high induction an empirical correction factor f m 

on the mass stream is introduced according to [01, 31 pp.] and [Fl, 18 pp.] 

fm = { ~.25 - 0.75a 

The final equation for w is now 

for a< 1 
3 

for a> 1 -3 

which, as mentioned above, must be solved by an iterative procedure. 

(F.3.22) 

(F.3.23) 
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F .4 Simplification of the induction equation. 

With the purpose of simplifying the solution of Eq. F.3.23 the equation is rewritten in the 
following by use of the geometric relations, which can be derived from Fig. 4. 

By use of Eqs. F.3.13, F.3.14, F.3.15, and F.3.17 the induced wind speed can be written 

-~} Vrz 

1 
0 

....!!u... { -,\ } • ( ) lvrz I = w 1 sign Vrx 

1+(~)2 0 ✓1+..\2 
Vrz 

where 

• Vrx 
s1gnvrx = -

1 
-

1 Vrx 

Equating vector components for the resulting wind speed 

we get 

..\sign (vrx) 
Vrx = Vejcx - W JI + ,\2 

sign (vrx) 
Vry = Vejcy + W J 1 + ,\2 

Dividing Eq. F.4.6 with Eq. F.4.5 gives 

+ si!i(Vrz) 
,\ - Vry - Vejcy W 1+..\2 

- V - ..\sign(v~) 
rx Vejcx - W vl+~ 

By solving this quadratic equation in ,\ we get 

where 

,\ = , ± c5J1 + , 2 - S2 ,2 - c52 

Vejcx ,=-
Vejcy 

( comparable to the speed ratio I ~{ }/) 
{e!} vj 

(F.4.1) 

(F.4.2) 

(F.4.3) 

(F.4.4) 

(F.4.5) 

(F.4.6) 

(F.4.7) 

(F.4.8) 

(F.4.9) 
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8 = -3!!.._ (comparable to the axial induction factor a) 
Vejcy 

81 

(F.4.10) 

During the solution both sides of the equation have been squared in order to remove the square 
roots. This implies that some limitations must be imposed on the result. When sign(vr2J = -1 
and further Vefcx < 0, which is usually the case because of the wind speed felt by the blade 
due to its rotation, ,\ must fulfil the condition 

A> Vefcy = .!_ 
Vejcx 'Y 

(F.4.11) 

When this condition is met, it can be shown that the negative square root must be chosen 
in Eq. F.4.8. Similar conditions can be set for other sign intervals for the variables, and the 
correct solution can be chosen. 

By introduction of the variables defined above in Eq. F.3.23 the equation can be written in a 
form more suitable for solution 

(F.4.12) 

The lift coefficient CL is here given as a function of ,\ because the angle of attack can be 
written 

a= arctan (-,\) - aos (F.4.13) 

In this equation an extended definition for arctan has to be used in order to get values correct 
when lal ~ ~- In Table 1 below the corresponding intervals for dependent and independent 
variables are given. 

Vrx Vry value of a 
=0 >0 a=-¾. 
=0 <0 a=% 
>0 =0 0 =0 
<0 =0 a= 7r 

<0 >0 0<a<% 
<0 <0 -% <a< 0 
>0 >0 ¾.<a< 7r 

>0 <0 -% <a< -?r 

Table 1: Values of modified arctan-function. 

The solution of Eq. F.4.12 implies that the S coordinate- system must be determined as well 
as the transformation betweeen element coordinates (E) and the S-coordinates. The latter is 
used both when establishing the wind-speeds in the S-system and when the loads found in 
the S-system are transformed to the E-coordinates. Therefore the direction cosines and the 
transformation matrix is derived in the following with reference to Fig. 5. 

The shaft parallel unit vector { ef} with coordinates in the shaft substructure coordinates (A) 
is transformed to the element coordinate system (E) by use of the transformation 
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Figure 5: Coordinate systems at cross section. 

(F.4.14) 

The projection of this vector on the cross sectional plane determines the { e!} vector after 

normalizing. The projection is equivalent to setting the e! component equal to zero. The 
vector defines the unit vector in direction of y,, 

(F.4.15) 

where 

(F.4.16) 

(F.4.17) 

The unit vector in direction of ze is normal to the cross sectional plane and we have 

(F.4.18) 

The last unit vector in the triad is found as the cross product 

(F.4.19) 
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The components of the three unit vectors define the direction cosines and the vectors are 
identified as the columns in the transformation matrix 

(F.4.20) 

The angle, which the S-system is rotated relative to the E-system in the cross sectional plane, 
is found from Fig. 5 as 

(F.4.21) 

with the sign in accordance with the positive z-sense rotation. The value of the angle is found 
from one of the direction cosines, e.g. escx as 

(F.4.22) 

The angle Ooe is known from the blade geometry as the angle from the chord to the Xe-axis, 
which is the principal x-bending axis. The location of the chord is given through the pitch 
setting angle. The influence of the elastic deformation of the blade on the aerodynamic load 
due to change in geometry may be taken into account, either by updating the FEM geometry 
of the blade during solution or by updating only the pitch setting angle according to torsional 
deformation. 

The angle of attack can finally be found from Eqs. F .4.13, F .4.20, and F .4.21 as 

a= arctan (-..\) - oe., - Ooe (F.4.23) 

and all the variables are now determined. 

F .5 Cross sectional loads in element coordinates. 

When the induced velocity and the angle of attack has been found, the aerodynamic loads at 
a cross section can be derived. 

Denoting the pressure 

(F.5.1) 

we get from Eq. F.3.9 

(F.5.2) 

The profile drag is in direction of { vr} and is expressed by 

(F.5.3) 
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where 

Cv (a) is the profile moment coefficient for two dimensional flow. The coeffi
cient is a function of a. 

{ ef} is defined in Eq. F.3.11 

Finally, the torque is derived from 

where 

CM (a) is the profile moment coefficient for two dimensional flow and with 
respect to the aerodynamic center. The coefficient is also a function 
of a. 
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(F.5.4) 

The transformation of the aerodynamic loads from the S- to the E-coordinates is considered 
next. 

The forces in the £-system yields 

(F.5.5) 

(F.5.6) 

Because the aerodynamic center generally lies outside the elastic axis (refer to Fig. 5), the 
forces contribute to the moment when referred to the elastic axis coordinate system (E). If 
the coordinates for the aerodynamic center in £-coordinates is given by 

(F.5.7) 

the total moment with respect to the ze-axis yields 

(F.5.8) 

Adding the force components gives the resulting force vector 

(F.5.9) 

Now, both force and moment are given in the element coordinates, where the consistent 
transformation to the nodes is straight forward. This transformation will be shown in the 
following chapter. 
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F .6 Consistent transformation of distributed aerodynamic loads 
to the nodes. 

For a good structural model a high resolution in beam elements is wanted at the root section of 
the blade, where the highest deformations can be expected, and for a good aerodynamic model 
a dense distribution of aerodynamic calculation points is wanted close to the tip, because the 
influence of the loads is most important here and because the resulting wind-speed has biggest 
variation here. 

To ensure the most correct dynamic behaviour, the structural modelling is given the highest 
priority, which means that the element division close to the tip of the blade might be rather 
coarse. An aerodynamic calculation only at the nodes could therefore prove to be a bad 
aerodynamic model in that area. In spite of that, a distribution of aerodynamic calculation 
points following the element is accepted, because only a qualitatively correct aerodynamic 
excitation is needed. 

The reason for not doing things more correctly, and just define the aerodynamic calculation 
points independently of the beam elements, is partly to speed up the simulations and partly 
to simplify the programming. 

A compromise is accepted, where the derivation of the aerodynamic node loads is not only 
based on a calculation of the aerodynamic load at the nodes, but at three points along each 
blade element. Thus every added element gives rise to three added calculation points instead 
of only one, as would be the case if the calculation was restricted to the nodes. 

The calculation points are distributed along the element so that the spacing is equal between 
consecutive points on an assembly of elements of the same length. The distribution of calcu
lation points is shown in Figure 6, where f is the element length. The meaning of the vectors 
and the indexing is explained below. 

y 

Node 1 

X 

fx,cpl 
Node 2 

f x,cp2 
y,cpl f 

I x,cp3 
Jy,cp2 

z 

fy,cp3 

Figure 6: Aerodynamic calculation points. 

From the calculated aerodynamic load at each point a parabolic interpolation is used as the 
actual distributed load along the element. This distribution is the basis for a transformation 
of the loads consistently to the nodes. The theory outlined in [Part 1, Sec. 4.10) with the 
result in [Part 1, Eq. 4.10.14) is used. The loads are all referred to the element principal axis 
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coordinate-system, and are only functions of the z-coordinate. Thus the transformation for 
element no. i is carried out according to 

{ 
E. } ('- T 

Fae~,n = lo [NsB(z)] {ft(z)} dz (F.6.1) 

where the factors in the product can be truncated according to the only aerodynamic load 
components, which are different from zero 

aerodynamic force component in x-direction 
aerodynamic force component in y-direction 
aerodynamic moment component in z-direction 

where the index cpi refers to calculation point no. i, i = 1, 2, 3. The index Ei implies, that 
the components are with reference to the element coordinates. As described in Sec F.5 the 
situation, where the aerodynamic center lies outside the elastic axis has been taken into 
account. 

According to the parabolic interpolation the truncated load vector can be written 

(F.6.2) 

where the index tr refers to truncation. The vector has only three components as explained 
above. 

In Eq. F.6.2 the coefficient vectors are linear combinations of the loads derived at the cal
culation points. The coefficient components are found by solving Eq. F.6.2 for each load 
component at all three calculation points, giving rise to three equations with three unknowns 
for each load component. 

For the coefficient-vector to z2 we get 

; [½fx,cpl - fx,cp2 + ½fx,cp3] 

; [½fy,cpl - fy,cp2 + ½fy,cp3] 

; [½fm,cpl - fm,cp2 + ½fm,cp3] 
1 9 

- £2 2 [{Jcpi} - 2 {fcp2} + {fcp3}] 

With equivalent notation the coefficient-vector for z is found to be 

(F.6.3) 
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(F.6.4) 

and finally the constant term is 

(F.6.5) 

Now, inserting Eq. F.6.2 in Eq. F.6.1 results in the following integral 

(F.6.6) 

As above, the index tr refers to truncation. The matrix has only three columns, corresponding 
to the load components different from zero. Substituting matrix symbols for the integrals, 
which are defined below, we get 

(F.6.7) 

Here 

(F.6.8} 

and 

(F.6.9) 

have been derived as full 12 x 6 matrices in [Part 1, Eqs. 4.11.33 and 4.11.36], respectively. 

The result of the integration along the element length of the remaining integral 

(F.6.10) 

(listed without truncation) is the 12 x 6 matrix 
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e1J (111J + ls) 0 0 0 -~ 0 lot 

0 ex ( 17x + 11s) 0 ~ 0 0 lot 

0 0 .l. 0 0 0 12 

0 -f.ex (?o11x + ~) 0 ex (11x - A) 0 0 

fey (1~11v + ~) 0 0 0 ev (11v - ls) 0 

f. - e.2 [ev ('Iv+ ls) - 1;] e.i [ex ( 17x + ls) - 1\] 0 ~ ~ .l. 
toted lote•2 12 

eY ( 311v + 1~) 0 0 0 ~ 0 lot 

0 ex ( 377x + 1~) 0 -~ 0 0 lot 

0 0 ! 0 0 0 4 

0 fex (;0 11x + ~) 0 ex (3112: + lo) 0 0 

-f.ev (1~'lv + ~) 0 0 0 ev (311v + lo) 0 

-e.2 [ev (311v + 1~) - ¼] e.i [ex (377x + 1~) - ¼] 0 ~ ~ ! -loteal -lotea2 4 

(F.6.11) 

The resulting node load from Eq. F.6.7 is with reference to the element coordinates (Ei). 
After transformation to blade coordinates (B) 

(F.6.12) 

the load is ready for combination into the equation of motion for the total structure, where it 
is part of { FlsE} in [Part 1, Eq. 6.5.7). 
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